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Abstract. Deep learning techniques bring together key advantages in biomedical image
segmentation. They speed up the process, increase the reproducibility, and reduce the workload
in segmentation and classification. Deep learning techniques can be used for analysing cell
concentration, cell viability, as well as the size and form of each cell. In this study, we develop
a deep learning model for automated segmentation of fluorescence cell images, and apply it
to fluorescence images recorded with a home-built epi-fluorescence microscope. A deep neural
network model based on U-Net architecture was built using a publicly available dataset of
cell nuclei images [1]. A model accuracy of 97.3% was reached at the end of model training.
Fluorescence cell images acquired with our home-built microscope were then segmented using
the developed model. 141 of 151 cells in 5 images were successfully segmented, revealing a
segmentation success rate of 93.4%. This deep learning model can be extended to the analysis
of different cell types and cell viability.

1. Introduction
Manual image segmentation performed by an expert is considered as the gold standard; however,
it is a time-consuming process, which constantly requires expert intervention and can result in
high variations due to different interpretations of experts. Besides, it is prone to human errors
due to the background noise that may reduce contrast of the objects to be segmented. These
shortcomings of manual segmentation can be overcome by deep learning techniques which have
been widely used for biomedical image segmentation to speed up the process, increase the
reproducibility, and reduce the workload in manual segmentation.

Convolutional neural network (CNN) is a deep neural network that extracts important
features of an input with the application of different kernels. CNNs have been applied to many
biomedical image segmentation problems such as cell segmentation, brain vessel segmentation,
and brain tumor segmentation [2, 3, 4, 5, 6]. Among different CNN architectures, U-Net model
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is often selected as the architecture of choice for biomedical image segmentation due to its high
performance and accuracy [7, 8].

In this study, we develop a deep learning model based on U-Net architecture for automated
segmentation of fluorescence cell images. We trained our model using a publicly available dataset
that contains images of cell nuclei as well as corresponding ground truths [1], and obtained a
training accuracy of 97.3%. We then applied the trained model to automated segmentation
of cell images obtained with a home-built epi-fluorescence microscope. Fluorescence images
were acquired using U2OS cells stained with DAPI (6-diamidino-2-phenylindole) that enables
imaging of nuclear DNA. 141 of 151 cells were successfully segmented in 5 fluorescence images,
corresponding to a segmentation success rate of 93.4%.

2. Experimental Study
In this section we describe the dataset used for segmentation of cell images with the deep
neural network together with the deep learning method and algorithm. For the images in the
dataset, image pre-processing was applied before training in the deep neural network. The
pre-processing steps were histogram matching and median filtering. Histogram matching is the
process of transforming the histogram of one image to match with the histogram of another
image [9]. In our implementation, the histogram of each image in the dataset was matched to
the histogram function distribution of the image with the highest average light intensity value.
This way, contrast differences between images were reduced. After that, a 3 × 3 median filter
was applied to all images in order to eliminate the background noise. The dataset used in this
study and all the developed codes can be accessed at github1.

2.1. Dataset
In this study we used the publicly available dataset of cell nuclei images [1] which consisted of
670 images encoded with Portable Network Graphics format (.png) defined in RGB color space
with corresponding binary ground truths that are manually created by experts. Figure 1 shows
sample images and ground truths from the dataset.

Figure 1. Exemplary input images and the corresponding ground truths from the dataset used
for cell segmentation.

The sizes of the images in the cell dataset are different from each other. Thus, all images were
resized to 256× 256 in the image pre-processing step. 80% of the 670 images in the cell dataset

1 https://github.com/msaaydin/U-net-Segmentation
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was randomly selected for model training while the remaining 20% of was used for tests. Each
image selected for training or tests also has ground truths available in the dataset. For ground
truths, merging was done in the image pre-processing step. An image found in the original data
set was manually segmented as follows. Initially, multiple ground truth images were created and
saved corresponding to each cell in a reference image. As a result, more than one segmented
ground truth images were created for a reference image. The ground truths corresponding to
all images were then merged into a single image during the image pre-processing step, and the
data set was updated. This way a new updates dataset was obtained. The new updated dataset
can be accessed on github1.

2.2. Method
In this study we employed the U-Net convolutional neural network that has a proven track
record in numerous biomedical image segmentation studies in the literature [10]. The U-Net
model employed, consisted of two main parts: Encoder and decoder. The main purpose of the
encoder and decoder architecture used in the U-Net model is to enable concatenation of the
information at different abstraction levels. Encoder reduces the dimensions of the features maps
produced by convolutional layers using max pooling operations. This way low resolution, higher
level information maps are constructed. These maps contain detailed features of the objects
in the image which are sufficient for defining them while lacking many details. These details
are then recovered by concatenating the information layers generated by the encoder with high
resolution, lower level information maps generating with upsampling operations of the decoder.

Figure 2. Diagram showing the encoder and decoder parts of the U-Net model developed for
cell segmentation.

The first part, i.e. encoder, is known as the contracting path. Contracting path is a
convolutional network containing steps where convolutions are performed, reducing the input
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dimensions. At each step of the contracting path, the data size is downsampled with max pooling
operations (stride=2). Each step in the contracting path contains 2 convolutional layers with
3 × 3 filter size, employing rectified linear unit (ReLU) activation with zero padding. Feature
size at the input layer is 16 and this number is doubled at each step of the contracting path.
The second part of the U-Net model, i.e. decoder, is the expansive path where, at each step,
the results obtained from 2 × 2 upsampling (stride=2) are concatenated with feature channels
of the contructing path that are obtained from the same steps. Following concatenation, each
step of the expansive path employs 2 convolutional layers with 3× 3 filter size, employing ReLU
activation with zero padding. After each upsampling step in the expansive path, the number
of feature channels is halved. Hence, the contracting and expansive paths are symmetrical.
In the final step of the U-Net model, a 1 × 1 convolution is implemented in order to extract
the segmentation map from 16 feature maps. Due to the limited data size, each convolutional
layer is followed by dropout operation with 0.2 ratio in order to prevent overfitting. All the
operations (e.g. convolution, max pooling, upsampling, donwsapmling) used in the U-Net model
constructed in this work are shown in Fig. 2.

Computational experiments were performed using the Google colab infrastructure and keras-
tensorflow (version 2.4.1, python version = 3.7) library. In our U-Net network architecture, 16
feature maps were extracted in the first step, and propagated with 4 downsampling steps where
the size of the feature map is doubled at each step (Fig. 2). U-Net model hyperparameters
were selected as: Optimizer: Adam, epoch: 40, loss: binary crossentropy, metrics: [accuracy],
learning rate: 0.001. 10% of the dataset was used for model validation together with a batch
size of 4 at each iteration.

3. Results and Discussion

Figure 3. Changes of (a) accuracy and (b) loss with number of batches in cell segmentation
during U-Net model training.

Figure 3 shows the accuracy and loss curves as a function of number of batches obtained
during training and validation cycles. A very high accuracy of 97.3% was obtained with tests
at the end of model training. The accuracy value was obtained as the average of accuracies
obtained from 10 tests conducted.
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Figure 4. Exemplary input images and ground truths used for U-Net model training together
with U-Net segmentation results.

Exemplary input images and U-Net segmentation results obtained with our model together
with corresponding ground truths are shown in Fig. 4. A very good match is visible between
the U-Net segmentation results and ground truths, as expected from the high accuracy values
obtained in model training. We then applied our trained model to five fluorescence microscopy
cell images recorded in our laboratory. These fluorescence images are recorded using a custom
epi-fluorescence microscope which employs LED excitation at 4 colors (wavelengths of LEDs are
405, 488, 532, 633 nm), a 20X microscope objective (Nikon 20X, NA=0.4), and a CMOS camera
detector (Basler daA3840-45um). Fluorescence images were collected from U2OS cells which

Figure 5. Input images obtained using our home-built epi-fluorescence microscope and the
corresponding segmented images obtained as a result of segmentation with the U-Net model
developed in this study.

were grown on coverslips and fixed with ice cold methanol at -20◦C for 10 min, washed 3 times
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with PBS, and mounted on glass slides using Vectashield mounting medium containing DAPI
(4,6-diamidino-2-phenylindole) (Vector Laboratories; H-1000-10). Segmentation results of these
images are shown in Fig. 5. A very high accuracy in cell segmentation was also achieved with
this dataset of 5 images. Out of a total of 151 cells in the images shown in Fig. 5, 141 of them
were correctly segmented, corresponding to a segmentation success rate of 93.4%.

In conclusion, in this study we developed a U-Net model for cell segmentation and trained
our model using a publicly available dataset of cell images. An accuracy of 97.3% was obtained
at the end of model training. We then employed this trained model to cell segmentation using
5 fluorescence images recorded in our experimental setup, and successfully segmented 141 of
151 cells, corresponding to a segmentation success rate of 93.4%. This work can be extended
to segmentation of images that contain different cell types and to classification for cell viability
analysis. We are also planning to use such a U-Net based image segmentation approach to other
biomedical image processing problems including brain vasculature analysis.
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References
[1] “Cell nuclei data set,” https://www.kaggle.com/c/data-science-bowl-2018/data, last access: 01-03-2021.
[2] R. Hollandi, A. Szkalisity, T. Toth, E. Tasnadi, C. Molnar, B. Mathe, I. Grexa, J. Molnar, A. Balind,

M. Gorbe et al., “nucleaizer: a parameter-free deep learning framework for nucleus segmentation using
image style transfer,” Cell Systems, vol. 10, no. 5, pp. 453–458, 2020.

[3] M. Habibzadeh, M. Jannesari, Z. Rezaei, H. Baharvand, and M. Totonchi, “Automatic white blood cell
classification using pre-trained deep learning models: Resnet and inception,” in Tenth international
conference on machine vision (ICMV 2017), vol. 10696. International Society for Optics and Photonics,
2018, p. 1069612.
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