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a b s t r a c t

Multi-objective capacitated multiple allocation hub location problem (MOCMAHLP) is a variation of clas-
sic hub location problem, which deals with network design, considering both the number and the loca-
tion of the hubs and the connections between hubs and spokes, as well as routing of flow on the network.
In this study, we offer two meta-heuristic approaches based on the non-dominated sorting genetic algo-
rithm (NSGA-II) and archived multi-objective simulated annealing method (AMOSA) to solve
MOCMAHLP. We attuned AMOSA based approach to obtain feasible solutions for the problem and devel-
oped five different neighborhood operators in this approach. Moreover, for NSGA-II based approach, we
developed two novel problem-specific mutation operators. To statistically analyze the behavior of both
algorithms, we conducted experiments on two well-known data sets, namely Turkish and Australian
Post (AP). Hypervolume indicator is used as the performance metric to measure the effectiveness of both
approaches on the given data sets. In the experimental study, thorough tests are conducted to fine-tune
the proposed mutation types for NSGA-II and proposed neighborhood operators for AMOSA. Fine-tuning
tests reveal that for NSGA-II, mutation probability does not have a real effect on Turkish data set, whereas
lower mutation probabilities are slightly better for AP data set. Moreover, among the AMOSA based
neighborhood operators, the one which adds/removes a specific number of links according to tempera-
ture (NS-5) performs better than the others for both data sets. After analyzing different operators for both
algorithms, a comparison between our NSGA-II based and AMOSA based approaches is performed with
the best settings. As a result, we conclude that both of our algorithms are able to find feasible solutions
of the problem. Moreover, NSGA-II performs better for larger, whereas AMOSA performs better for smal-
ler size networks.
� 2021 Karabuk University. Publishing services by Elsevier B.V. This is an open access article under the CC

BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Hub-and-spoke networks constitute a type of distribution net-
works which is mostly adapted by transportation services. In
hub-and-spoke networks, hubs are the nodes that are used for col-
lection, processing and distribution of flow and spokes are the non-
hub nodes allocated to hubs. Hub location problem (HLP) deals
with locating the hubs, assigning spokes to hubs, and routing the
flow between each node pair in the network.

There are several variations of HLP [19]. In this paper, we deal
with the multi-objective capacitated multiple allocation HLP. We
assume that the number of hubs is not determined in the problem
definition and the hubs are not fully interconnected. The two
objectives are minimization of cost for establishing hub-and-
spoke network and minimization of maximum travel time required
to route the flow between all node pairs. In this problem, the num-
ber and the location of hub nodes must be determined, network
design including inter-hub and hub-spoke connections must be
made, and the routing of flow must be established. The mathemat-
ical model for the multi-objective capacitated multiple allocation
hub location problem (MOCMAHLP) and a basic meta-heuristic
approach based on the non-dominated sorting genetic algorithm
(NSGA-II) can be found in [11].

Similar to single objective optimization problems, multi-
objective optimization problems can be solved using exact meth-
ods. However, for NP-complete problems it becomes hard to solve
large scale systems with these methods. On the other hand, meta-
heuristic algorithms such as simulated annealing, ant colony opti-
mization, and genetic algorithms are effective in solving these
problems [22–24,31,33]. Simulated annealing (SA) [21] is a heuris-
ocation
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tic algorithm that is inspired by the metal annealing process. SA
has been successfully applied to many combinatorial optimization
problems including single-objective and multi-objective problems
[4,28,32]. There is an extensive number of multi-objective simu-
lated annealing approaches in literature [4]. Archived Multi-
Objective Simulated Annealing (AMOSA) [5] algorithm is an
improved version of multi-objective simulated annealing algo-
rithm. It is a single-point search algorithm utilizing an archive in
which non-dominated solutions are stored for later use. On the
other hand, NSGA-II is one of the most commonly used genetic
algorithm methods for multi-objective optimization problems
[22,27].

In this paper, we present NSGA-II based and AMOSA based algo-
rithms for solving MOCMAHLP and provide an experimental eval-
uation of these multi-objective optimization techniques. These
algorithms are selected since they are well-known multi-
objective heuristic methods in combinatorial optimization. In
MOCMAHLP, there are three design criteria: (1) the number and
location of hub nodes, (2) network design including inter-hub
and hub-spoke connections, and (3) the routing of flow. In this
study, for both NSGA-II and AMOSA, we use the solution represen-
tation proposed in [11], which offers a solution for the first two
design criteria. This solution representation contains two arrays,
one for hub decision and one for network design. For the last
design criterion, i.e., routing of flow, A* algorithm is applied. To
explore new solution spaces, mutation operator is used for
NSGA-II and neighborhood operator is used for AMOSA. In this
study, we propose two novel problem-specific mutation operators
for NSGA-II and five problem-specific neighborhood operators for
AMOSA. To validate the effectiveness of our algorithms, we con-
ducted experiments on Turkish and Australian Post (AP) data sets
to statistically analyze the behavior of both algorithms. We inves-
tigated the effect of operators under different parameter settings to
determine the best settings for both algorithms. Moreover, the per-
formance of both algorithms with best setting were examined on
different size networks.

The main contributions of this paper are given as follows:

� Two new problem-specific mutation operators are proposed for
NSGA-II for which a basic mutation operator is presented
before.

� AMOSA is adapted to find feasible solutions for the MOCMAHLP.
We design five neighborhood operators specific to the problem
and select the best performing neighborhood operator for
AMOSA.

� A comprehensive experimental analysis of both approaches are
conducted.

The rest of the paper is organized as follows: The next section
provides a brief literature survey on the studies of meta-
heuristics for location and routing problems. Section 3 describes
the multi-objective capacitated multiple allocation hub location
problem addressed in this paper. In Section 4, details of the
employed heuristic approaches are presented. The experimental
design and experimental results are presented in Sections 5 and
6, respectively. Finally, Section 7 highlights the conclusion and
future work.
2. Related work

Hub location problem (HLP) is an NP-complete combinatorial
optimization problem [20]; therefore, many meta-heuristic
approaches have been proposed in the literature to solve the HLPs
2

[9,12,13,15,19,25,30,34,35]. In this paper, we focus on recently
published simulated annealing (SA) and evolutionary algorithms
based approaches for the location and routing problems.

Geramianfar et al. [17] presented a multi-objective hub cover-
ing location problem under congestion. The problem involves
two objective functions: (1) minimize total transportation cost
and (2) minimize total waiting time. SA was applied to the problem
and was compared to particle swarm optimization algorithm and
NSGA-II. They used four different metrics, i.e., quality metric, mean
ideal distance, diversification metric and spacing metric, to com-
pare the performance of the algorithms. Based on the results, SA
yielded better performance in terms of quality metric; however,
similar results are obtained in terms of other metrics.

Alizadeh et al. [2] proposed a multi-objective model for a capac-
itated, multiple allocation hub maximal covering problem with the
objectives of maximizing hub covering, minimizing the maximal
capacity of hubs, and minimizing the total cost. They applied two
multi-objective genetic algorithms, namely NSGA-II and the non-
dominated ranking genetic algorithm (NRGA) to the problem. The
experimental results showed that NSGA-II provided better perfor-
mance than NRGA with respect to solution quality and computa-
tional time.

In [1], a hybrid algorithm combining genetic algorithm and sim-
ulated annealing was proposed for the competitive hub location
and pricing problem. The hybrid algorithm is based on a genetic
algorithm including parent selection, crossover and mutation oper-
ator. However, the best solution is updated based on move accep-
tance step in the SAs, i.e., the improving moves are always
accepted while the non-improving moves are accepted with a
probability. The proposed hybrid algorithm was compared with
GA. Based on the experimental results, the hybrid algorithm
yielded better performance than GA.

Rayat et al. [26] presented a bi-objective, multi-product and
multi-period location-inventory-routing problem taking disruption
risks into consideration. They proposed an algorithm based on the
archived multi-objective simulated annealing (AMOSA) for solving
the problem. In the algorithm, six different arrays were used to rep-
resent a solution. Theproposedmethodwas compared to threewell-
knownmulti-objective evolutionary algorithms. The results showed
that AMOSA performed better in terms of quality metric.

In [18], mathematical models for the competitive single and
multiple allocation HLP in a duopoly market were presented. To
solve the problems in single and multiple allocation cases, a simu-
lated annealing based approach was proposed. For multiple alloca-
tion SA, two different swap operators were used to generate
neighboring solution. On the other hand, the authors used three
different operators for single allocation SA. The empirical results
indicate that the proposed approach is capable of getting the opti-
mal solutions in short time.

In [16], the authors proposed two simulated annealing
approaches for capacitated location-routing problem. The same
initialization procedure, neighborhood structures and diversifica-
tion procedure are used in both approaches. Initial solution is cre-
ated by the greedy randomized method in which the customers are
allocated to the closest facilities. They considered four different
neighborhood structures based on insertion and swapping moves.
In diversification phase, the state (open/close) of the facilities are
changed. The first approach further includes a local search proce-
dure. The results show that the proposed approaches yield better
performance according to the objective function and computa-
tional time.

Rathore et al. [25] presented a method to solve p-hub median
problems using diversification-based learning in simulated anneal-



Fig. 1. An example for a hub network.
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ing. This method utilizes diversification-based learning neighbor-
hood structures to generate a new candidate solution. The results
state that the proposed method is able to find the precise solutions
for larger instances of HLPs.

3. Multi-objective capacitated multiple allocation hub location
problem

In this study, we present meta-heuristic techniques for solving
the Multi-objective Capacitated Multiple Allocation Hub Location
Problem (referred to as MOCMAHLP) presented in [11]. The prob-
lem is considered as a bi-objective discrete optimization problem.
In this problem, the number and location of hubs, design of hub-
level network (connections between hubs), and allocation of spoke
nodes to hub nodes (connections between hubs and spokes) are
determined along with routes of the flow.

The features of the problem are listed as follows:

� The problem is a discrete location problem.
� The set of nodes in the network is given.
� The number of hubs to be constructed is not predetermined at
the beginning of the optimization process.

� The multiple allocation version of HLP is utilized, that is a spoke
can be connected to more than one hub.

� Fixed costs are taken into consideration for establishing hubs
and arcs through the network.

� Connection between spokes is not allowed, i.e., the flow of
demands must be routed via at least one hub.

� The graph between hubs (i.e., the hub-level network) is not nec-
essarily complete, provided that hub-level network forms a
connected graph.

� The flow balance constraint must be satisfied for each node.
Total amount of flow entering a node has to be equal to total
amount of flow leaving it.

� All hubs and arcs are capacitated. Therefore, in case of capacity
overflow, the demand between origin - destination pair (re-
ferred to as commodity) may be split into several packages, so
that it may follow different paths.

Fig. 1 illustrates an example hub network. This network
includes three hubs and seven spokes. The path between two
spokes contains three parts: collection (spoke to hub), transfer (be-
tween hubs), and distribution (hub to spoke). Due to the capacity
constraints, the commodity may be split into several packages.
As seen in the figure, the commodity from node 2 to node 10 is
divided into two packages: the first and second packages follow
the paths indicated by green color and blue color, respectively.

Since the objectives and the features of the problem are the
same, in this study, we consider the model formulation given in
[11].

Let au and av be the initial and terminal nodes of arc a 2 E; Fa;Ca,
and Ta be the total amount of flow traversing arc a, unit cost of
delivery on arc a, and time required to transfer over arc a, respec-
tively; ka be the fixed cost and Qa the capacity of arc a; ik and jk be
the source and the destination nodes for commodity k, respec-
tively; for commodity k;Dk be the total demand of flow, while,

Dkp be the demand of flow for package p; f ka be the flow of commod-
ity k on arc a;jh be the fixed cost and Qh be the capacity of hub
h;v;a, and d be the discount factor of collection, transfer, and dis-
tribution, respectively; Za ¼ 1 if arc a is used, and 0 otherwise;
xi ¼ 1 if node i is hub, and 0 otherwise; x0i ¼ 1 if node i is spoke,
and 0 otherwise; Aa

kp ¼ 1 if the flow at package p of commodity k

is routed through arc awith Za ¼ 1, and 0 otherwise; Dkp ¼ nwhere
0 6 n 6 Dk. The mathematical formulation for the MOCMAHLP is as
follows [11]:
3

minimize
X
a

FaCaðvx0au xav þ axauxav þ dxaux
0
av Þ

þ
X
a

kaZa þ
XN
i¼1

jixi
ð1Þ

minimizemax
kp

X
a

TaA
a
kp ð2Þ

subject to
1 6

X
i

xi 6 N ð3Þ
Fa 6 Qa 8a 2 E ð4ÞX

a2VþðhÞ
Fa 6 Qh 8h 2 H ð5Þ

X
p

Dkp ¼ Dk 8k ð6Þ
Aa
kp 6 xavQh; av – jk; 8k ð7Þ

0 6 f ka 6 Fa 8a 2 E ð8Þ
for each commodity k
X
a2VþðvÞf

k
a �

X
a2V�ðvÞ

f ka ¼
Dk; if v ¼ ik
�Dk; if v ¼ jk
0; otherwise

8><
>: ð9Þ

The two objectives, given in Eqs. (1) and (2) are minimization of
total cost and minimization of the maximum travel time required
to route flow between all node pairs, respectively. The total cost
includes transportation cost (i.e., the sum of collection, transfer
and distribution costs) and costs for establishing hubs and operat-
ing links (arcs).

The constraints are given in Eqs. (3)–(9). The first constraint (Eq.
(3)) assures that at least one hub is established in the network,
while second and third constraints (Eqs. (4) and (5)) are capacity
constraints for arc and hub, respectively. The summation of flow
demand for all packages of commodity k is confirmed to be equal
to the total demand of flow for the commodity with the next con-
straint (Eq. (6)). The constraint given in Eq. (7) guarantees that only
hubs are used for routing the demand and Eq. (8) limits the flow of
commodity k on arc a to be less than the total amount of flow
traversing arc a. Finally, the last constraint given in Eq. (9) enforces
the flow balancing constraints.



Fig. 2. The hub decision array for the network given in Fig. 1.

_I. Demir, B. Kiraz and F. Corut Ergin Engineering Science and Technology, an International Journal xxx (xxxx) xxx
4. Proposed techniques for solving the MOCMAHLP problem

In this study, the archived multi-objective simulated annealing
(AMOSA) [5] and the non-dominated sorting genetic algorithm
(NSGA-II) [10] are utilized for solving the MOCMAHLP. In this sec-
tion, the details of these algorithms are presented. The same solu-
tion representation and repair function are considered for both
algorithms and presented in the relevant subsections as well. In
addition, before evaluating new candidate solutions, A* algorithm
is applied for routing in both algorithms.
Fig. 3. The link decision array for the network given in Fig. 1.
4.1. Solution representation and constraint handling

The solution representation designed for MOCMAHLP in [11] is
used in this study. Two arrays with length equal to the number of
nodes in the network are used for each candidate solution. The first
array which is used for hub decision contains 0’s and 1’s, where
value 1 denotes that the corresponding node is selected as a hub
and value 0 denotes that it is a spoke node. The second array, called
link decision array, represents the network design including the
inter-hub connections and the spoke-to-hub connections. It is an
adjacency list representation in which each entry in the array rep-
resents the list of nodes adjacent to the corresponding node.

A sample 10-node network is given in Fig. 1. This network has
three hubs (node 5, 6 and 7) and seven spoke nodes. This network
is represented by the hub and link decision arrays given in Figs. 2
and 3, respectively. As seen in Fig. 2, the value is 1 for hub nodes
and 0 for spoke nodes. For the link decision array given in Fig. 3,

for example, the 6th entry represents the list of nodes
(f2;4;5;7;9g) adjacent to node 6.

The repair operator presented in [11] is used for all infeasible
solutions generated by the operators. This repair operator consists
of two parts; one used for hub decision array and the other for link
decision array. In the given network, there must be at least one
hub. Therefore, if there is no hub in the hub decision array of the
candidate solution, it is rejected and another random array is cre-
ated. On the other hand, five different repair cases may occur for
link decision array: (1) If a link between two nodes is not mutually
established, the corresponding link is added to network; (2) If a
hub does not have connection to any other hub, a link to the near-
est hub is established; (3) If two spoke nodes are connected, the
link between them is deleted; (4) If a spoke node is not connected
to any of the hubs, a connection to the nearest hub is added; (5) In
case of a disconnected network, the nearest hub nodes in the con-
nected components of the resulting network are connected.
4.2. AMOSA based approach

The AMOSA [5] based algorithm proposed in this study utilizes
an archive to store the non-dominated solutions and a clustering
technique to maintain diversity. The parameters of the AMOSA
are as follows: hard limit (HL) is the maximum number of non-
dominated solutions in the archive; soft limit (SL) is the maximum
number of solutions that may be included in the archive before
clustering; a is the cooling rate; tmax and tmin are the initial and final
temperature values, respectively.

The pseudo-code of AMOSA algorithm is presented in Algorithm
1. The algorithm starts with archive initialization procedure (line
1). In this procedure, after generating a number of random initial
solutions with size c� SL, a hill-climbing method is applied to each
solution. Then, non-dominated solutions are stored in the archive
for later use. If the number of non-dominated solutions exceeds
HL, the size of archive is reduced to HL by clustering. A solution
is randomly selected from the archive as the initial solution and
named current solution (line 2). For each temperature value, hub
4

decision array of the current solution is perturbed once (line 4)
while the link decision array is perturbed for some number of iter-
ations (line 6) by the corresponding neighborhood structure to cre-
ate a candidate solution and temperature value is reduced at the
end of the outer loop (line 13). After perturbation, a repair function
is applied to the candidate solution to make the solution feasible.
A* algorithm is applied for routing; then, the candidate solution
is evaluated. The candidate solution is either accepted (and
replaced with current solution) or rejected according to acceptance
rules as defined in [5]. These acceptance rules include three differ-
ent cases:

Case 1. Current solution dominates candidate solution: Accep-
tance probability is calculated according to average domination
of candidate solution among solutions in the archive. Then, candi-
date solution is accepted as current solution with the calculated
probability.

Case 2. Current solution and candidate solution are non-
dominating to each other: The domination status of the candidate
solution and the solutions in the archive is tested:

a) If a number of solutions in the archive dominate the candi-
date solution, then the candidate solution is accepted as the
current solution with probability of the average amount of
domination.
b) If none of the solutions in the archive dominates the candi-
date solution, it becomes the current solution and is inserted
into the archive. If the number of solutions in the archive
reaches SL, clustering is applied to reduce the number of solu-
tions to HL.
c) If the candidate solution dominates a number of solutions in
the archive, it is accepted and inserted into the archive. These
dominated solutions are deleted from the archive.

Case 3. Current solution is dominated by candidate solution: The
domination status of the candidate solution and the solutions in
the archive is tested:

a) If the candidate solution is dominated by a number of solu-
tions in the archive, the solution in the archive with the mini-
mum domination difference with candidate solution is picked
as the current solution. Otherwise, the candidate solution
becomes the current one.
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b) If none of the solutions in the archive dominates the candi-
date solution, the candidate solution is accepted and inserted
into the archive. In case the archive includes the current solu-
tion, it is deleted; otherwise, if there is no available room in
the archive (archive size > SL), clustering is applied to reduce
the number of solutions to HL.
c) If the candidate solution dominates a number of solutions in
the archive, the candidate solution is accepted and inserted into
the archive. These dominated solutions are deleted from the
archive.

Algorithm1 The pseudo-code of AMOSA based solution

1: Initialize the archive
2: Select a solution from the archive, i.e., current solution
3: while minimum temperature not reached
4: Apply the neighborhood structure to the hub decision
array of the current solution and generate a candidate
solution

5: while maximum number of iterations not reached
6: Perturb the candidate solution by using a
neighborhood structure to the link decision array

7: Apply repair function
8: Apply A* algorithm for routing
9: Evaluate the candidate solution
10: Accept/reject the candidate solution according to

selection rule
11: Update archive if needed
12: end while
13: Update temperature
14: end while

4.2.1. Neighborhood structures
The solution representation consists of a hub decision and a link

decision array, thus, we consider different types of neighborhood
structures for each array. We propose one neighborhood structure
for hub decision array and five different neighborhood structures
for link decision array.

The neighborhood structure for hub decision array selects a ran-
dom node. If the selected node is hub, then it becomes a spoke and
vice versa. If there is only one hub in the hub decision array, a
spoke node is picked randomly and converted to a hub node.

Five problem-specific neighborhood structures (NS) designed
for link decision array are listed below:

� Swap all links (NS-1): This method selects a node randomly. If
the selected node is a hub, then another hub node is also
selected randomly. If there is no other hub in the solution, this
method is not applied. If selected node is a spoke, then another
spoke node is selected. After selecting two hub/spoke nodes, all
of their links are exchanged.

� Add/Remove K links (NS-2): In this method, first, we decide
whether to add or remove links with equal probability. Based
on the decision, the predetermined number (K) of links are
either added to or removed from the candidate solution. The
value of K can be determined empirically based on the number
of nodes in the network.

� Adaptive add/remove K links (NS-3): This method starts with
an initial value of K. At each step, K links are either added to
or removed from the candidate solution. The value of K is
increased if there is no improvement for a fixed number of iter-
ations; otherwise, it is decreased. Also, it is allowed to vary
within a predetermined range (½Kmin;Kmax�).
5

� Random add/remove K links (NS-4): This method is the same
as the add/ remove K links except that the value of K is deter-
mined randomly within a predetermined range (½Kmin;Kmax�) at
each iteration.

� Add/Remove K links according to the temperature (NS-5):
The value of K is decreased according to temperature value
starting with a maximum value of K. In this method, first, the
number of different temperature values (denoted by tchanged)
between maximum temperature and minimum temperature is
calculated:
tchanged ¼ tmax � tmin

a
þ 1 ð10Þ

Then, the number of different K values is computed:

Kchanged ¼ Kmax � Kmin þ 1 ð11Þ
Finally, the value of K is decreased by 1 for every i iterations:

i ¼ tchanged
Kchanged

� �
ð12Þ

That is, the temperature is at its maximum (minimum) for the
maximum (minimum) value of K.

4.3. NSGA-II based approach

In this study, two new problem-specific mutation operators for
NSGA-II-based algorithm presented in [11] are introduced. In our
NSGA-II algorithm, the initial population is created randomly.
Aforementioned A* algorithm is applied to each candidate solution
for routing, the objective values of each candidate solution are then
calculated. The algorithm uses basic genetic algorithm operators to
generate new solutions, i.e., binary tournament selection, one-
point crossover, and bit mutation and exchange mutation for hub
decision array and link decision array, respectively. The mutation
operator including bit mutation and exchange mutation is referred
to as swap all links mutation (SALM) in this paper. The non-
dominated and crowding distance sorting method is applied to
pick the individuals for the next generation. In the new mutation
operators proposed in this paper, namely single-link mutation
and centrality based mutation, the operator is applied to all nodes
in both hub decision array and link decision array.

In single-link mutation, bit-flip mutation is applied to hub
decision array, which changes a spoke to hub or a hub to spoke.
For link decision array, a link is either added to or removed from
the node to be mutated with equal probability. However, if there
is no available link (i.e., if the node to mutate is a hub, either
hub or spoke node can be connected; otherwise a hub node must
be added) to be added for the node, a link will be removed from
it. On the other hand, if there is no available link to be removed
from the node, a link will be added to that node.

In centrality based mutation, status of a node (spoke to hub or
hub to spoke) is changed based on the centrality of a node (muta-
tion on hub decision array). The centrality of node i is calculated as
follows: First, the average distance of node i to all other nodes
(Disti) is calculated as:

Disti ¼
PN

j¼1distij
N

ð13Þ

where distij is the distance between node i and node j. Then, Disti
values are normalized according to min–max normalization. The
average demand of node i (Wi) is computed as:

Wi ¼
PN

j¼1wij þwji

N
ð14Þ
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where wij is the demand for flow between node i and node j.Wi val-
ues are also normalized according to min–max normalization.
Finally, the centrality of node i is:

centralityi ¼ Disti þWi; centralityi 2 ½0;2� ð15Þ
In centrality based mutation, for the hub decision array, if the

node to mutate is a hub, another hub is selected randomly. These
two hubs are compared according to their centrality values. Then,
the hub with lower centrality value becomes a spoke. Similarly, if
the node to mutate is a spoke, another spoke is selected at random
and the one with higher centrality value is changed to be a hub. On
the other hand, in the link decision array, for the node to mutate,
two available nodes are selected randomly. The node is either con-
nected to the closer of these two nodes or disconnected from the
further one.
5. Experimental setup

In this section, we present the performance evaluation metric
and the data sets used in the experimental study.

In evolutionary multi-objective optimization problems for
which the true Pareto front is not known, the most widely used
metric for performance evaluation is hypervolume indicator [36].
Thus, we used hypervolume ratio to evaluate the performance of
our solution approaches. Hypervolume ratio is calculated as the
ratio of the area covered by the obtained Pareto front to the area
covering all possible objective values. Before conducting the exper-
imental study, we executed the proposed approaches 10 times
with each data set for 100000 fitness evaluation counts. The worst
objective obtained in these 5 runs is selected as the reference point
for the hypervolume indicator.

In the experimentation, for each setting of parameters, we con-
ducted 30 independent runs. The Average and Std. Dev. columns in
the result tables are the average and standard deviation values of
hypervolume for these 30 runs, respectively. The hypervolume val-
ues given in these tables are smaller than the hypervolume values
on [11] since the magnitude of hypervolume indicator mainly
depends on the chosen reference point [7].

Both algorithms are implemented in open source Java library,
namely the MOEA framework. The source code for the algorithms
is publicly available.1 The experiments are performed on the com-
puter with 8 GB RAM and Intel Core i7-2600K Processor.

5.1. Data sets

In the experimental study, we used two data sets, namely, Aus-
tralian Post (AP) [14] and Turkish data sets. These data sets are
selected since they are two frequently used data sets of the hub
location literature. The data sets can be obtained from OR-Library
[6].

In the Turkish data set, 81 cities of Turkey are included as nodes.
The data set introduces the distance and travel time between
nodes, fixed hub costs [29], fixed link costs [3], and flow data [8].
There is no hub and link capacity information in the data set, so
we used the capacities as defined in [11]. To generate hub capacity
for each city, the population size of the corresponding city is used,
while, the link capacities are generated according to the distance
and travel time for the corresponding link.

AP data set contains 200 postal districts of Australia. The data
set includes the coordinates of the districts, fixed hub costs, hub
capacities, and flow data. The Euclidean distance between nodes
is calculated using the coordinates, and travel time is calculated
according to the distance between nodes (an average speed of
1 https://github.com/MOEAFramework/MOEAFramework/pull/227
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90 km/h is considered as in Turkish data set). Fixed link costs
and link capacities are not included in the data set. Since there is
a direct correlation between distance and link cost, fixed link cost
is set to distance between nodes. Finally, link capacity is calculated
as, multiplication of total direct flow between nodes and link
capacity multiplier. We set fixed hub cost multiplier as 1, the fixed
cost multiplier as 10, and total transfer cost multiplier as 10�7.
These values are determined according to results of preliminary
experiments. The AP data set is originally a 200-node network
and different size networks can be derived from the original data
set. The link capacity multiplier is selected as 100 for all size net-
works. In this paper, for the fine-tuning and selection of the oper-
ators in our algorithms, we propose the computational results
obtained for 100-node AP data set. For both Turkish and AP data
sets, the values of discount factor for collection, transfer and distri-
bution are set to v ¼ 1;a ¼ 0:9, and d ¼ 1, respectively.
6. Results and discussion

In this section, we report and discuss the results of the experi-
ments. The experimental study is conducted in three phases. In the
first phase, the performance comparison of mutation operators
designed for the NSGA-II approach (see Section 4.3) is carried
out. In the second phase, the effect of neighborhood operators
(see Section 4.2) on the performance of AMOSA is evaluated and
in the third phase, the best setting of NSGA-II and AMOSA are com-
pared. We also perform a scalability analysis to our approaches for
three different network sizes.
6.1. Comparison of NSGA-II mutation operators

In this part of the experiments, we tested three different muta-
tion operators in NSGA-II. These operators include swap all links
mutation (SALM) proposed in [11], single-link mutation (SLM),
and centrality based mutation (CBM). We experimented with var-
ious mutation probability settings for each mutation operator as:

� SALM: 0:005;0:01;0:02;0:05; 0:1;0:2
� SLM: 0:01;0:05;0:1;0:15;0:2;0:3
� CBM: 0:01;0:05;0:1;0:15;0:2;0:3

Higher mutation probabilities are used for SLM and CBM, since
they offer a very small change to the individual compared with
SALM. Other parameters in NSGA-II are set as recommended in
[11]: crossover probability is 0:8, mutation probability for the
hub decision array is 1=n, population size is 200, and the maximum
number of fitness function evaluation is 20000.

Table 1 presents the average and standard deviation of hyper-
volume values obtained for each of 3 different mutation operators
with different mutation probabilities. All tests are performed for
both Turkish and 100-node AP data sets. As it is stated before, for
each probability value of each mutation type, the algorithm is exe-
cuted 30 times with different seeds. We also carried out Tukey’s
honestly significant difference (HSD) post hoc test to see if there
is any statistical difference between mutation probabilities. As a
result of statistical analysis of Turkish data set results, we can
say that: (1) for SALM, mutation rates higher than 0:02 produce
better performance than smaller mutation rates. However, there
is no statistically significant difference between these higher muta-
tion rates. (2) for SLM, when mutation rate is 0:01, the algorithm
performs worse than the others. On the other hand, mutation rates
higher than 0:01 have equal performance. (3) for CBM, only muta-
tion rate 0:1 performs better than mutation rate 0:01, the other
pairs all have the same performance.

https://github.com/MOEAFramework/MOEAFramework/pull/227


Table 1
Average hypervolume values and standard deviation obtained by mutation operators with various mutation probability values on Turkish and 100-node AP data sets.

Mutation pm Turkish data set AP data set

Average Std. Dev. Average Std. Dev.

SALM 0:005 0.6638 0.0004 0.6003 0.0109
0:01 0.6639 0.0003 0.6022 0.0160
0:02 0.6641 0.0002 0.5975 0.0130
0:05 0.6642 0.0002 0.5880 0.0134
0:1 0.6642 0.0002 0.5786 0.0127
0:2 0.6643 0.0001 0.5659 0.0130

SLM 0:01 0.6629 0.0015 0.6019 0.0127
0:05 0.6637 0.0014 0.5928 0.0151
0:1 0.6639 0.0006 0.5854 0.0171
0:15 0.6639 0.0006 0.5768 0.0186
0:2 0.6638 0.0007 0.5702 0.0161
0:3 0.6637 0.0004 0.5627 0.0170

CBM 0:01 0.6564 0.0082 0.6151 0.0120
0:05 0.6612 0.0056 0.6267 0.0139
0:1 0.6617 0.0052 0.6345 0.0122
0:15 0.6612 0.0068 0.6377 0.0125
0:2 0.6603 0.0067 0.6375 0.0122
0:3 0.6596 0.0072 0.6433 0.0118

The best setting for each operator is marked in bold.

Fig. 4. Boxplot of hypervolume values for a statistical comparison of different
mutation operators in NSGA-II on Turkish data set.

Fig. 5. Boxplot of hypervolume values for a statistical comparison of different
mutation operators in NSGA-II on AP data set.

Table 2
Parameter setting of AMOSA.

Parameter Value

Iteration per temperature 10
Soft Limit 100
Hard Limit 10
c 2
a 0:9882
tmin 10�7

tmax 200
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For Turkish data set, higher hypervolume values are usually
produced with higher mutation rates. However, there is no real
effect of mutation rate on hypervolume values.

On the other hand, when we interpret the results of statistical
analysis for 100-node AP data set, we can conclude that: (1) for
SALM, higher mutation rates always deliver poorer performance
than the smaller mutation rates. However, there is no statistically
significant difference between mutation rates of 0:005;0:01, and
0:02. (2) for SLM, smaller mutation probabilities achieve slightly
better performance than higher ones. (3) for CBM, higher mutation
rates generate better performance, and there is no significant dif-
ference between mutation rates higher than 0:1.

Considering the hypervolume values given in the table, we can
say that SALM and SLM yield slightly better results with smaller
mutation probabilities, for AP data set. However, for CBM hyper-
volume value increases with increase in the mutation rate. This
can be because CBM leads to a small change on the solution.

From the results given in the table and the statistical analysis,
we can conclude that there is no intrinsic effect of mutation prob-
ability on hypervolume values for this problem. Most of the muta-
tion rates have similar performance. That is most probably because
of the repair function, that we apply after each mutation operation
resulting in an infeasible solution.

We also applied a statistical analysis to compare the three
mutation types using Tukey’s honestly significant difference
(HSD) post hoc test. In the statistical analysis for Turkish data
set, we compared the results for mutation rate of 0:1 for all three
types of mutation. For AP data set, on the other hand, the results
of SLM and SALM with mutation rates of 0:01 and CBM with muta-
tion rate of 0:3 are used. When we check the results of Tukey’s post
hoc test, for Turkish data set, SALM is seen to have better perfor-
mance than SLM and CBM. This observation can be seen in Fig. 4,
which presents the boxplot of hypervolume values for three muta-
tion operators in NSGA-II on Turkish data set.

For AP data set, the boxplot of hypervolume values for different
mutation operators is given in Fig. 5. In this case, CBM has higher
hypervolume value than other mutation types. Thus, we used CBM
to compareNSGA-II andAMOSAat the end of the experimental study.
6.2. Comparison of neighborhood operators in AMOSA

In this part, we experimented with five neighborhood operators
in AMOSA: Swap all links (NS-1), add/remove K links (NS-2), adap-
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tive add/remove K links (NS-3), random add/remove K links (NS-4),
and add/remove K links according to temperature (NS-5). We con-
ducted some experiments for the best parameter setting specific to
each neighborhood operator. For all neighborhood operators, we



Table 3
Average hypervolume values and standard deviation obtained by NS-2 with different
K values on Turkish and AP data sets

K Turkish data set AP data set

Average Std. Dev. Average Std. Dev.

1 0.5773 0.1343 0.4874 0.1453
5 0.6214 0.0230 0.5843 0.0551
10 0.6106 0.0275 0.5994 0.0463
15 0.5934 0.1073 0.5826 0.0375
20 0.6078 0.0639 0.5929 0.0400
30 0.5981 0.0657 0.5768 0.0373

Table 4
Average hypervolume values and standard deviation obtained by neighborhood
structures on Turkish and AP data sets

NSs Turkish data set AP data set

Average Std. Dev. Average Std. Dev.

NS-1 0.4036 0.2534 0.1714 0.2677
NS-2 0.6106 0.0275 0.5994 0.0463
NS-3 0.5771 0.1048 0.4759 0.1478
NS-4 0.6058 0.0799 0.6060 0.0440
NS-5 0.6177 0.0324 0.6239 0.0508

Fig. 6. Boxplot of hypervolume values for a statistical comparison of different
neighborhood operators in AMOSA on Turkish data set.

Fig. 7. Boxplot of hypervolume values for a statistical comparison of different
neighborhood operators in AMOSA on AP data set.

Table 5
Average hypervolume values and standard deviation obtained by AMOSA and NSGA-II
on Turkish and AP data sets

Algorithms Turkish data set AP data set

Average Std. Dev. Average Std. Dev.

NSGA-II 0.6643 0.0001 0.6433 0.0118
AMOSA 0.6177 0.0324 0.6239 0.0508

Fig. 8. Boxplot of hypervolume values for a statistical comparison of two
approaches for the AP and Turkish data sets.
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consider the parameter setting for AMOSA given in Table 2. The
parameter setting is decided according to some preliminary exper-
iments based on the setting recommended in [5].

For NS-2, we experimented with six K values: 1;5;10;15;20,
and 30. Table 3 presents the results of NS-2 with various K values
on Turkish and 100-node AP data sets. The results show that the
differences between different K values are not statistically signifi-
cant for Turkish data set. On the other hand, for AP data set, there
are no statistically significant difference between most cases
except for the setting of K ¼ 1. We can conclude that the setting
of the parameter is not very sensitive. Therefore, we use K ¼ 10
which provides an acceptable performance for both data sets for
the rest of the experiments.
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According to the results obtained in the previous part (see
Table 3), we set kmin ¼ 1 and kmax ¼ 20 for NS-3, NS-4, and NS-5.
Additionally, NS-3 starts with the initial value of k ¼ 10. Table 4
provides the average hypervolume results and standard deviation
for the neighborhood structures on Turkish and AP data sets. NS-
1 yields the worst performance for both data sets, while the best
performance is achieved when NS-5 is used as a neighborhood
structure.

Fig. 6 shows the boxplot for different neighborhood operators
on Turkish data set. Based on the statistical results of Turkish data
set, it can be said that: (1) NS-1 is significantly outperformed by all
other methods. (2) Among the remaining neighborhood structures
(NS-2 to NS-5), NS-5 seems to generate better results than the
others; however, the performance differences are not statistically
significant. On the other hand, for AP data set, we can say that:
(1) NS-1 is again the worst performing neighborhood structure.
(2) NS-3 performs significantly worse than NS-2, NS-4 and NS-5.
(3) There are no statistically significant differences between the
results of NS-2, NS-4 and NS-5. This results are illustrated as a box-
plot of hypervolume values given in Fig. 7.

As mentioned before, NS-5 produces better performance for
both data sets. At the beginning of the search, NS-5 starts with
the highest K value which results in more changes in the network,
which leads to diversification. During the search, decreasing K
value (less change in the network) provides intensification. This
is the main reason behind the success of NS-5.
6.3. Comparison of NSGA-II and AMOSA

In this part, we compare the performance of NSGA-II and
AMOSA with the best parameter setting provided in previous sec-
tions. Based on the results, SALM with the probability of 0:2 is
selected as mutation operator in NSGA-II and NS-5 is selected as
the neighborhood structure in AMOSA for Turkish data set. On
the other hand, for AP data set, NS-5 and CBM with the probability
of 0:3 are selected in AMOSA and NSGA-II, respectively. The corre-
sponding results are provided in Table 5 for both data sets. More-



Fig. 9. A Pareto optimal solution indicating a network with all hub-to-hub and hub-to-spoke connections on Turkish data set produced by AMOSA based approach.

Fig. 10. Bar plot of average hypervolume values with error bars obtained by AMOSA
and NSGA-II for analyzing the effect of number of nodes.
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over, Fig. 8 presents the boxplot of hypervolume values for the sta-
tistical comparison of two approaches for the AP and Turkish data
sets. Based on the results, it can be seen that the NSGA-II outper-
forms the AMOSA.

A visualization of one of the Pareto optimal solutions is given in
Fig. 9 indicating a network with all hub-to-hub and hub-to-spoke
connections on Turkish data set produced by AMOSA based
approach. As seen in the figure, the hubs are chosen as (_Istanbul,
Ankara, and Diyarbak), which are the most populated cities in dif-
ferent geographical regions (Marmara, Central Anatolia, and South-
eastern Anatolia) of Turkey. In the data set, it is noticed that most
of the flow of eastern cities are to west part of Turkey. Accordingly,
in this solution, the cities in the eastern part of Turkey are mostly
connected to two or more hubs in the solution.

As the last part of experimental study, we investigate the scal-
ability of the proposed approaches for AP data set. We perform
experiments with different number of nodes: 50;100;200. Fig. 10
presents the bar plot with error bars of the results for analyzing
the effect of number of nodes on the performance. Based on the
results, for 50-node instance, AMOSA based approach delivers bet-
ter performance. On the other hand, NSGA-II outperforms AMOSA
for larger data sets. According to the results, we conclude that both
NSGA-II and AMOSA approaches can find a feasible solution for any
size of data sets.

7. Conclusion and future work

In this study, we presented two new mutation operators in
NSGA-II and an AMOSA-based algorithm to solve the multi-
objective capacitated multiple allocation hub location problem.
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Among different objectives, in this study, we considered two objec-
tives: the minimization of total cost and the minimization of the
maximum travel time. In the given problem, the decisions to be
made are as follows: the number and location of hubs, the design
of hub-level network, the allocations of spoke to hub nodes, and
the routing of the flow. For both approaches, the solution represen-
tation consisted of two arrays: hub decision and link decision
array. A* algorithm was used for routing. For NSGA-II, three differ-
ent problem-specific mutation operators, two of which proposed in
this study, were considered. In this study, AMOSA was adapted to
solve the MOCMAHLP for the first time and five problem-specific
neighborhood operators were presented. The performance of
meta-heuristic approaches addressed in this study were tested
on Turkish and AP data sets.

As the experimental study, first, we performed analysis of
mutation operators in NSGA-II under different mutation probabil-
ities for both data sets. For Turkish data set, the results showed
that the algorithms are not very sensitive to mutation probabilities.
Among mutation operators, SALM is the best performing mutation
operator. On the other hand, for AP data set, the mutation operator
which results in small changes in the network produces better per-
formance. SLM and SALM with lower mutation probability deliver
better performance than those with higher probabilities. In addi-
tion, CBM significantly outperforms the other mutation operators.

In the second part of the experimental study, we conducted
experiments using different neighborhood operators to determine
the best one in AMOSA for both data sets. In this part, first, the best
parameter settings for each neighborhood operator were deter-
mined. Then, the performance of the neighborhood operators with
best parameter settings were compared. Based on the results, NS-5
yielded better performance for both data sets. NS-5 achieved a
good balance between intensification and diversification.

In the last part of experimental study, the performance of
NSGA-II and AMOSA with their best settings were compared. The
results show that NSGA-II significantly outperforms AMOSA for
larger size networks. As a future work, we will confirm our findings
on other variants of HLP.
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