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ABSTRACT

We mimic bacterial learning and memory abilities in tungsten based two-sided single layers of WSeO, WSeS, WSeSe, and WSeTe, where
the thickness of the material represents the growth in time. We aim to create a quantum memristor like system to show learning and
memory abilities of bacteria with time while it grows. Its governing equation is derived, and it was found to be similar to the gene regulatory
response model of the bacteria. Polarization is calculated from the Berry phase theory to plot its relation with the degauss parameter in
time, which leads to bow-tie like memory switches similar to phase-change memories. We attribute this behavior to a specific bacteria, that
is, Geobacter metallireducens. Mimicking bacteria’s learning and memory abilities will open a way to merge physical intelligence with
quantum computing computationally.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0139576

I. INTRODUCTION

The current literature in neuromorphic materials and devices
is based on showing how well one can mimic the characteristics of
neural and synaptic dynamics of the human brains in terms of
measurable quantities in materials science and memory device
physics, such as current, voltage, conductance, and so on. This aim
is to replace the von Neumann computers with the neuromorphic
ones by mimicking Human’s neural dynamics. This effort is
usually realized in memristive or resistive switching devices. Even
though there are commercially available products that are believed
to realize neuromorphic computing, von Neumann computers in
the market cannot be replaced because von Neumann computers
have high storage capabilities and have high computational speeds
in general compared to the current state of the art of neuromorphic
materials.1 Therefore, we propose to use bacteria’s learning and
memory dynamics to replace the von Neumann computers instead
of emulating the human brain.

Bacteria surround the earth from deep layers of its crust to the
human body. They are regarded as one of the earliest forms of life
with superb ability of adaptation; they can survive under extreme
conditions of temperature and pressure.2 Bacteria have not only
superpowers like living at extremely hot, cold, pressurized, or radia-
tive environments, but also some species are living together with
humans. This relationship might be beneficial for both parts; on
the other hand, a pathogenic bacteria can be related to some dis-
eases in the human. Even if the usage of bacteria in the drug deliv-
ery inside the human body, in cancer curing, and in manipulation
of genes in the human by mimicking their defense mechanisms are
shown, their abilities of learning and memory are not emulated
using two-dimensional materials in the literature to the best of our
knowledge.3–5

Humans or eukaryotes learning and memory abilities are
mimicked by realizing their synapses’s characteristic features, such
as depression, potentiation, and so on. In the literature, it is
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customary to denote pre- and post- synaptic terminals of these
kinds of artificial synapses; for example, Tian et al. reported an
artificial synapse with tunable plasticity based on a twisted bilayer
graphene, where a field-effect geometry based resistive memory is
proposed, and pre- and post- synaptic terminals are stated.6 In this
way, the main element responsible for the prokaryote’s and mainly
the bacteria’s learning and memory abilities might be defined as
the postsynaptic terminal only as depicted by various researchers in
analogy to realization of human synapses with two-dimensional
materials, even though there are no synapses in the bacteria.7–9

Bacteria’s learning and memory abilities are modeled as a sensory
membrane, which is surrounding the bacteria’s cell. Many bacteria
are small in size and has large surface areas. We show how its
surface area described by its membrane and its genetic material is
significant for learning and memory. Genetic material dominates
the bacterial organisms.

We try to realize a bacteriomorphic material by establishing a
quantum memristor like and measurement-induced phase-
transition like systems, where the quantum information dynamics
are important. However, this is just an analogy because at the mac-
roscopic level, our system is neither a spin qubit nor a single
photon. We picked tungsten based two-sided single layers of
WSeO, WSeS, WSeSe, and WSeTe to realize this membrane and its
growth in time from WSeO to WSeTe. We observe bow-tie-like
memory switches in its current–voltage like relation derived from
its polarization vs magnitude of smearing, degauss, plots, which are
very similar to the phase-change like memories. We develop a
model mainly based on electrostatic interactions between the bacte-
rial membrane and the metal for bacterial learning and memory by
inspiring from the bacteria called Geobacter metallireducens.

The model that we developed is tested through the density
functional theory, DFT, simulations by tuning degauss and showing
its relation with the Berry phase theory of polarization. Then, we
develop a differential equation to depict the characteristics of the
proposed model. After that, we generalize this model by matching
its terms with the gene regulatory response of the bacteria. Finally,
we modify a learning experiment done for a single-celled organism
in the literature for our case to show how well the learning can be
depicted with our model through DFT simulations. We report how
and why we mimic the bacterial learning and memory abilities, and
we discuss the relationship between bacterial growth, genes, adapta-
tion, memory, and learning abilities using the methods of DFT.

II. COMPUTATIONAL METHODS

Quantum ESPRESSO based DFT is performed with optimized
norm-conserving Vanderbilt pseudopotentials, 100 Ry kinetic
energy cutoff, and a 12� 12� 2 Monkhorst–Pack grid.10–15 A
crystallographic information file of bulk WSeSe is retrieved from
the Materials Project website.16 First, bulk WSeSe is optimized with
the variable-cell relaxation, where the total energy convergence cri-
terion is set to 10�8 Ry and force convergence criterion is set to
10�6 Ry/Bohr, with dispersion correction DFT-D3.17 We obtain a
single layer of WSeSe. Then, WSeO, WSeTe, and WSeS single
layers are obtained by replacing Se in WSeSe with O, Te, or S. After
that, variable-cell relaxation calculation of Quantum ESPRESSO is
done in x and y unit cell vector directions, where we ensure at least

20 Å of spacing between the periodic images of a single layer. Their
lattice vectors and atomic positions are optimized with a total
energy convergence criterion of 10�7 Ry and a force convergence
criterion of 10�5 Ry/Bohr. In electronic structure calculations, a
0.01 Ry degauss value with Marzari–Vanderbilt smearing is used to
locate the Fermi energy level and the PBE functional is used.18

Total polarization is studied using the Berry phase theory of polar-
ization calculations by assuming the system as an insulator. However,
to study the effect of a degauss parameter in polarization calculations,
Fermi–Dirac smearing is used for self-consistent field calculations with
varying degauss values, and fixed occupations are used for the
non-self-consistent field (NSCF) calculations. The magnitude of the
absolute polarization density in the z-direction is referred as polariza-
tion in the text, which is found from the calculations carried out using
the lberry keyword of the Quantum ESPRESSO. In these calculations,
the number of k-point strings in the third lattice vector’s direction,
nppstr, and k-mesh in the z-direction is taken as 10, where we used
converged cut-off energy and a k-grid with respect to the total DFT
energy, where the convergence criterion is at least 10�3 Ry per atom.

Macroscopic dielectric constants are calculated using density
functional perturbation theory as it is implemented in the ph:x exe-
cutable, and its value in the z-direction is read from the diagonal of
the macroscopic dielectric constant’s matrix. Phonon dispersion cal-
culations based on density functional perturbation theory are per-
formed using a 3� 3� 1 grid of q-points with PAW pseudo
potentials.19 Real-time linear response calculations are done by per-
turbing the system with a positive valued delta function electric field
in the YAMBO code, where the output spectrum, the Berry phase
polarization in the z-direction vs time, is recorded by considering
nine bands above the Fermi energy level and nine bands below the
Fermi energy level.20,21 Crystal orbital Hamilton population, COHP,
analysis is done using the LOBSTER code, where the PAW type
pseudopotentials are used, and the basis functions for Se are taken
as 3d, 4p, and 4s; for W are taken as 5d, 5p, 5s, and 6s; for S are
taken as 3p and 3s; for O are taken as 2p and 2s; and for Te are
taken as 5p and 5s.22–24 Bader analysis based on charge density files
is performed using a Bader program from Henkelman’s group.25

Susceptibility tensor’s zz element is calculated using time-
dependent density functional theory, TDDFT, with 2000 Lanczos iter-
ations and with extrapolation of Lanczos coefficients in the Environ
module, where the self-consistent field calculations are done at the
gamma point, in different environments, these are, chloroform, where
the static permittivity is set to 4.81 and optical permittivity is set to
1.15; ethanol, where the static permittivity is set to 24.5 and optical
permittivity is set to 1.69; water, where the static permittivity is set to
80.1 and optical permittivity is set to 1.82; acetone, where the static
permittivity is set to 20.7 and optical permittivity is set to 2.85;
dimethyl sulfoxide, where the static permittivity is set to 46.7 and
optical permittivity is set to 3.9; and nitrobenzene, where the static
permittivity is set to 34.82 and optical permittivity is set to 4.02.26,27

Wannier interpolated bands are found using the Wannier90
code, where we consider the results obtained from the projected
density of states calculations to set the projections to generate the
Wannier interpolated bands; these are W’s d, Se’s s, and p, and O’s
s and p orbitals for WSeO; W’s d, Se’s s and p, and S’s s and p
orbitals for WSeS; W’s d, Se’s s and p, and Se’s s and p orbitals for
WSeSe; and W’s s and d, Se’s s and p, and Te’s s and p orbitals for
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WSeTe.28 Ordinary magnetoresistance calculations are done using
WannierTools considering the ninth occupied Kohn–Sham, KS, the
DFT band and setting the Fermi energy level to 0.026 eV above the
valence band maximum.29 Voigt–Reuss–Hill averaged, from Voigt
and Reuss approximations, the Poisson ratio, Young’s modulus,
and the variation of entropy with temperature are found using a
thermo_pw module.30 Visualization and creation of structures are
done using VESTA.31 ABINIT is used to perform polarization cal-
culations in the Berry phase theory with a finite electric field,
which ranges from 0 to around 0.0002 au in the z-direction (1 au of
electric field is equal to 514 220 624 373.482 V/m). We used
Quantum ESPRESSO optimized geometries, pseudopotentials,
k-points, and kinetic energy cutoff during the ABINIT run.32,68

III. RESULTS AND DISCUSSION

A. Tungsten based two-sided single layers as a
bacterial membrane in time

We model the bacterial learning and memory abilities by
inspiring from behaviors of bacteria in the nature, where the
researchers showed that bacteria can tailor its membrane by adding
amino acids to the polar head group of the phospholipids located
in its membrane, and by doing this, bacteria can adapt itself to new
conditions that they will be faced.33 This will constitute the base of
our model. In this way, we picked WSeO, WSeS, WSeSe, and
WSeTe single layers, which are assumed to be the infinitesimal
segment of the bacteria’s membrane in time as shown in Figs. 1(a)
and 1(b). The change in the thickness of single layers is assumed to
be the strain applied in the z-direction because thicknesses are
increasing from WSeO to WSeTe. While it grows, the uppermost
atom in these single layers is changing, which is assumed to repre-
sent the growth of the bacteria, where the electronegativity of the
uppermost atom decreases from O to Te (Fig. 2). We assume that
from WSeO to WSeTe, we depict the growth of bacteria, and
changing atoms are representing the changing protein structure of
the bacterial membrane. We define this change from WSeO to
WSeTe in time as cycle 1, and then the cell is growing and the
material’s atoms are extended upward in the z-direction, which we

call it as the second cycle, and so on, as shown in Fig. 3, but we
examine only the first cycle in this paper.

To obtain these single layers, crystal lattice vectors and atomic
positional coordinates of the bulk WSeSe are geometrically opti-
mized. Then, a single layer is obtained by a top-down approach.
After that, lattice vectors and atomic positions are optimized as
explained in Sec. II. Optimized bond lengths of each two-sided
single layers are given in Table I. If we sum the bond lengths for
each single layer, we conclude that the longest total bond length is
found in WSeTe. On the other hand, we measure the thickness of
these single layers, which are depicted in Table III, and WSeTe has
the highest thickness. Then, we calculate the ratio of the total bond
length over thickness, we conclude that only WSeO yields a differ-
ent ratio, which is roughly 5% higher than WSeTe’s ratio. The
thickness is the bacterial membrane, and the total bond length is
the distance to be traveled by the charged species during the opera-
tion. We can consider this longness of the path compared to the
thickness as the dominance of the inductive effects in WSeO by
inspiring from basic electrical circuits.

First cycle element’s electronic band structures are presented in
Figs. 4(a)–4(d). We deduce the KS bandgap of each single layer. The
highest is found for WSeS, and the lowest is found for WSeO.
Among these single layers, only WSeO exhibits an indirect KS
bandgap from the K to G point, and other single layers have a direct
KS bandgap at the K point. When we consider the band structure of
WSeO and WSeTe single layers at the G point, we conclude that two
DFT bands with the highest negative energy below the Fermi energy
level are splitted more compared to WSeS and WSeSe single layers.
In Fig. 4(a), the uppermost DFT energy band below the Fermi energy
level is much more flat compared to the other single layers. This may
indicate localized states, which may affect the polarization and con-
ductivity of WSeO. We also obtain the Wannier interpolated bands,
and these are depicted with dashed red lines in Figs. 4(a)–4(d). We
wannierize 13 bands for all single layers except for the WSeTe single
layer. For WSeTe, we wannierize 14 bands by additionally considering
the tungsten’s s orbital because the additionally wannierized band
above the Fermi energy level is in interaction with an other band at
the K point. We also detect a singularity like sharp peak in the
density of states plot in Fig. 4(e), which may correspond to the upper-
most DFT energy band below the Fermi energy level of WSeO.

FIG. 1. (a) A cartoon representing the cross-sectional view of bacteria’s cell
and their membranes and (b) visualization of a W based two-faced single layer
as a fragment of the bacterial membrane (gray balls are W, red balls are O,
yellow balls are S, green balls are Se, brown balls are Te, and bonds are repre-
sented as sticks).

FIG. 2. Top and side views of the tungsten based two-faced single layers:
(a) WSeO, (b) WSeS, (c) WSeSe, and (d) WSeTe (gray balls are W, red balls
are O, yellow balls are S, green balls are Se, brown balls are Te, and bonds are
represented as sticks).
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Finding the electronic structure of each single layer is important
because there are voltage-gated Kþ channels in bacteria, which are
mainly responsible for the membrane potential variations.

Finding and governing this membrane potential has a key role
in the bacterial proliferation and ATP synthesis; for instance, in the
case of destruction of a bacterial wall, which may serve as a mem-
brane, bacteria may not be alive.34–36 In this way, we examine the
membrane potential of the single layers, which can be modeled as a
capacitor initially by considering the sensory behavior of the bacte-
rial membrane and its dielectric characteristics. The induced
maximal transmembrane potential, ψmax, which can be called as
membrane potential due to atomic thinness of 2D materials, is

given by Eq. (1),

εoψmax ¼
3aεoE

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ (2πf τ)2

q , (1)

where a is the radius, τ is the relaxation time, and E is the electric
field strength found from the Berry phase theory of polarization
and Eq. (3), which will be discussed later.37 We investigate the
surface potential of single layers vs change in the thickness in the
z-direction as shown in Fig. 5(a) by considering the growth as an
external trigger.

Semiconductors are dielectric media. When we go from
WeSeO to WSeTe, an increase in the macroscopic dielectric cons-
tant is observed as given in Table III. Increasing dielectric constant
leads to an increasing capacitance based on C ¼ εoεr(A=d), where
V is the electric potential, C is the capacitance, Q is the charge, A is
the cross-sectional area, and d is the distance. On the other hand,
the thickness is increasing from WeSeO to WSeTe. Hence, a defini-
tive comparison in this picture is hard. Therefore, we consider the
link between capacity and polarization, P, of a capacitor. In this
way, we first write C ¼ ΔQ=ΔV , and the electric displacement field,
D, is written as ∇:D ¼ Q=A, where we took D as equal to P. Then,
capacitance is given by Eq. (2),

FIG. 3. A cartoon representing the cross-sectional view of a bacterial membrane with tungsten based two-faced single layers, which are changing from WSeO to WSeTe
in inner cycle I. Uppermost O, S, Se, and Te represent the membrane protein’s different configurations. The metal layer, where the bacterial membrane interacts through its
pili, and this metal layer changes in every cycle because bacteria move to other metals with its flagellum. The overall life cycle of the bacteria is called as an outer cycle.
Single layers in inner cycle II are given for representative purposes to show the growth and does not correspond to the actual ones.

TABLE I. Bond lengths of W–O, W–Se, W–S, W–Te, and the angle between Se–
W–O, Se–W–S, Se–W–Se, and Se–W–Te in tungsten based two-faced single layers
of WSeO, WSeS, WSeSe, and WSeTe. Lengths are in the units of angstrom and
the angle in the units of degree.

W–O W–Se W–S W–Te Angle

WSeO 2.10 2.50 … … 77.64
WSeS … 2.54 2.42 … 81.67
WSeSe … 2.54 … … 82.40
WSeTe … 2.56 … 2.73 82.62
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C ¼ A
ΔP
ΔV

: (2)

When we compare Figs. 5(a) and 5(c), it is clear that the potential
change is bigger than the polarization change when we go from
WSeO to WSeTe. Therefore, capacitance will decrease through
WSeTe. Potential and polarization are increasing with an increase
in the overall thickness as shown in Fig. 5(a), which are drawn by
taking f in Eq. (1) as equal to 0. The variation of the surface poten-
tial with frequency is depicted in Fig. 5(b) by considering Eq. (1),
where the relaxation time is taken as 1 s for simplicity of the repre-
sentation. Here, we observe charging of a capacitor with electrons
when we consider time as the inverse of frequency in Fig. 5(b).
This frequency interpretation will be significant when we begin to
discuss about the memristive properties of single layers, like which
memory element is dominant in which single layer. For example,
memcapacitive behavior will be dominant in WSeTe, even though
memcapacitor is not a capacitor.

B. Berry phase theory of polarization

We model the bacterial learning and memory abilities using
two-dimensional single layers through biomimicking. The aim of
this modeling is to enable researchers to introduce bacterial

learning and memory into their robust and high-performance
CMOS based devices. This means that we need to stick to macro-
scopic quantities to model the bacterial learning and memory
abilities. We picked WSeO, WSeS, WSeSe, and WSeTe single
layers, where O, S, Se, and Te represent proteins. These proteins
might be assumed as the different configurations of the same
protein. Specifically, the unfolded one is the WSeO, the folded
one is the WSeSe, and the aggregated one is the WSeTe based on
their entropy because the unfolded one has the lowest entropy
and the folded one has the highest entropy. Then, we assume that
WSeTe represents the protein aggregation because WSeTe has
higher entropy than WSeO. Here, entropy is taken as the overall
system’s measure of disorder. These kinds of changes in the pro-
tein’s structure are linked with the hydrogen bonds mostly. The
single hydrogen bond dynamics are investigated in the Appendix
through numerical methods, where we observe time-varying
polarization.

We try to establish a model to depict cycle I as a system. This
system is a bacterial membrane, and it is representing the bacteria
itself because the bacteria’s surface to volume ratio is high. Therefore,
by inspiring from the mass conservation, we equate two different
polarization equations into each other to find the governing equation
of the model. First, we write polarization as a function of electric field
because polarization vs electric field relation in Fig. 5(d) exhibits a

FIG. 4. Electronic band structure based on the PBE functional is labeled as QE, and its Wannier interpolated bands are labeled as W90 for single layers of (a) WSeO,
(b) WSeS, (c) WSeSe, and (d) WSeTe; projected density of states (number of states/energy/volume) of (e) WSeO, (f ) WSeS, (g) WSeSe, and (h) WSeTe.
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linear relation. Therefore, polarization, P, can be given by Eq. (3),

E ¼ P
χεo

, (3)

where χ is the electric susceptibility, which is equal to εr � 1, where
εr is the dielectric constant and εo is the vacuum permittivity. On the
other hand, we observe the relation between the polarization differ-
ence and the thickness of single layers as shown in Fig. 5(c), where
the polarization is calculated from Eq. (3). This may allow us to write
another relation for polarization; namely, the polarization density

difference, as given in Eq. (4),

P ¼ z�ε�E, (4)

where z is the piezoelectric coefficient, �ε is the strain, and �E is
Young’s modulus. We plug P in Eq. (4) into Eq. (3) and differentiate
E with respect to time by assuming time dependency of �ε and χ.
Hence, derivative of E with respect to time can be given by Eq. (5),

_E(t) ¼ z�E
εoχ

_�ε� �ε _χ

χ

� �
: (5)

We believe that polarization density, dielectric constant, and electric

FIG. 5. (a) Surface potential vs thickness difference at zero frequency exhibits a parabolic relation, (b) surface potential vs frequency relation for each single layer,
(c) polarization difference vs thickness difference exhibits a linear relation (WSeO’s thickness and polarization are taken as a reference, and other single-layer thickness
and polarization values are subtracted; the results belong to the 0.005 degauss value), and (d) polarization difference vs the electric field plot showing a linear relation.
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field are related to each other as a system. The governing equation of
the model is depicted in Eq. (5), while bacteria’s membrane is
coupled to the environment. We believe that this type of modeling
does not reflect the whole characteristics of a quantum system
because we assume a linear system, even though we believe that this
system is non-linear and time-dependent.38 Nonetheless, this leads to
a simple relation, but non-linearity and time dependence will be
introduced later to depict each single layer.

Polarization values in the z-direction are obtained using the
Berry phase theory of polarization and given in Table III for each
single layer. In this calculations, the absolute value of polarization,
Pa, for each case is given with modulo per polarization quantum,
Pq, which is equal to eR=Ω, where e is the electric charge, R is the
lattice vector, and Ω is the volume. For polarization calculations, P
is congruent to Pa with y modulus of congruence, P ¼ Pa (mod y),
where y is a decimal number. Hence, P � Pa ¼ yn for some n,
where n [ Z. During our work, we took n as equal to zero.
Moreover, the electronic contribution to the polarization is related
to the variations in the wavefunctions39 based on Eq. (6),

Pe ¼ � 2jeji
ð2πÞ3

ð
A
dk?

XM
n¼1

ðGk

0
uk;n

@

@kk
juk;n

� �
dkk; (6)

where M is the total occupied number of occupied bands, kk is par-
allel to the polarization direction, G is the reciprocal lattice vector,
and juk,n are the states, which can be depicted by Bloch’s theorem
as ψk,n(r) ¼ uk,n(r)eik:r. The total DFT energy obtained from KS
DFT calculations is a function of the electron density and related to
the wavefunction of the material. We also calculate the polarization
response in time under a positive valued electric field in the
z-direction, and they are depicted in Fig. 13(a). We observe the
lowest polarization value in WSeO in its first peak, and this is rea-
sonable when we consider P ¼ Pw=o þ εoχE, where Pw=o represents
the polarization without an electric field. Since the Pw=o value is the
highest negative in WSeO, it is reasonable to have the lowest polari-
zation. However, polarization of a WSeSe single layer is found
higher than WSeTe, even though WSeTe has a higher positive Pw=o
value than WSeSe. This can be interpreted with the low dielectric
constant of the WSeTe as given in Table III.

To explain the reasons between the difference in polarization
values of the single layers, we carry out various analyses. These are
Bader charge analysis, COHP, and phonon dispersion. The Bader
charge analysis for each atom in single layers is given in Table II,
which represents the transferred charges. Specifically, O in WSeO

receives a �1.08e charge, which leads to the lowest bond length
and the lowest thickness among single layers. The difference
between the received charges of O and Se in WSeO may explain
why we have the highest polarization compared to other single
layers. For example, WSeTe’s polarization is positive valued
because the difference between the received charges of Te and Se is
positive. The number of received charges by each uppermost atom
positively correlates with the electronegativities of the atoms. When
we consider the electronegativity difference between Te and Se as
given in Table II, we conclude that this difference is the reason why
W in WSeTe gives away the lowest amount of charge compared to
other single layers. Another important difference in Bader analysis
is about the received electron difference between O and Se; specifi-
cally, O gets more electron than Se. This will lead to larger electro-
static potential energy at the O side; therefore, a larger
work function compared to the Se side in WSeO can be seen in
Fig. 20(c1). This charge difference may induce the so-called
built-in voltage, which scales with the dipole moment of the layers.
This is larger in WSeO compared to other layers. In DFT studies of
2D materials with a supercell approach, the effect of this dipole
may induce an artificial electric field. To cancel the effects of this
artificial electric field, a dipole correction is implemented.40

However, in this comparative study, we avoid to use dipole correc-
tion because the induced dipole is not profound except for WSeO.
Moreover, we assume that this dipole is a good representation of
the interaction between the substrate and 2D materials since the
electric field due to the substrate scales with the dipole of the single
layers. Moreover, since the bacteria live in an aquatic environment,
a solvent must encapsulate the single layers, which is most of the
time modeled as an additional electric field term in DFT.

Polarization of single layers is tried to be analyzed using a pro-
jected COHP method. Here, we consider the variations in the
crystal orbital Hamilton populations of WSeO’s O–W and Se–W
bonds, WSeS’s S–W and Se–W bonds, WSeSe’s upper and lower
Se–W bonds, and WSeTe’s Te–W and Se–W bonds with respect to
the energy. This analysis is important because negative -pCOHP
values indicate antibonding states and positive -pCOHP values
indicate bonding states. We know that the Berry phase theory of
polarization is applied to insulators; in this case, we need to con-
sider the fully filled states. When we consider the negative values of
the E � Ef , a dip in the O–W bond’s plot and a relatively small dip
in Se–W bond’s plot are observed in Fig. 6(a). We believe that this
COHP difference between the O–W and Se–W bonds may be
used to explain the polarization of single layers. For example, in
Fig. 6(c), these two dips are equal, and polarization calculated from
the Berry phase theory of polarization is zero. In Fig. 6(d), the
polarization calculated from the Berry phase theory of polarization
is positive, which is in line with our argument.

We calculate phonon dispersion relations as shown in
Figs. 7(a)–7(d), where phonon dispersions reveal imaginary fre-
quencies, represented as negative in the plots, near the G point for
WSeO, WSeS, and WSeTe, which may indicate the dynamic insta-
bility of the structures possibly formed due to polar instabilities.
The difference in the span of imaginary frequencies near the
Gamma point between WSeS and WSeTe can be explained by the
increased atomic mass of the uppermost atom from WSeS to
WSeTe. The highest observed phonon dispersion frequency is

TABLE II. Bader charge analysis results for the tungsten based two-faced single
layers of WSeO, WSeS, WSeSe, and WSeTe. Charges are in the units of elemen-
tary charge (e).

W O Se S Te

WSeO 1.57 −1.08 −0.49 …
WSeS 1.22 … −0.52 −0.70 …
WSeSe 1.09 … −0.54 and −0.54
WSeTe 0.88 … −0.57 … −0.30
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FIG. 6. Projected crystal orbital Hamilton population analysis results for (a) WSeO’s O–W and Se–W bonds, (b) WSeS’s S–W and Se–W bonds, (c) WSeSe’s upper and
lower Se–W bonds with respect to the z-axis, and (d) WSeTe’s Te–W and Se–W bonds.

FIG. 7. Phonon dispersions of (a) single-layer WSeO (shows imaginary frequencies near the Gamma point), (b) single-layer WSeS (shows imaginary frequencies near
the Gamma point), (c) single-layer WSeSe, and (d) single-layer WSeTe (shows imaginary frequencies near the Gamma point).

Journal of
Applied Physics ARTICLE scitation.org/journal/jap

J. Appl. Phys. 133, 174301 (2023); doi: 10.1063/5.0139576 133, 174301-8

Published under an exclusive license by AIP Publishing

D
ow

nloaded from
 http://pubs.aip.org/aip/jap/article-pdf/doi/10.1063/5.0139576/17334006/174301_1_5.0139576.pdf

https://aip.scitation.org/journal/jap


decreased from WSeO to WSeTe, and this is in a positive correla-
tion with the electronegativities of the uppermost atoms. We
observe splitting between the fourth uppermost and third upper-
most DFT phonon dispersion bands in terms of frequency; for
example, WSeO is splitted more compared to others, and WSeSe’s
phonon bands are not splitted, like in non-polar materials. This
splitting of DFT phonon bands is correlated with the magnitude
polarization of the single layers. Furthermore, we analyze the speed
of sound, Vs, which can be found from the slope of longitudinal
acoustic modes near the Gamma point. We compare Vs of single
layers with a comparison operator as
WSeO>WSeS>WSeSe>WSeTe. This relation found from phonon
dispersion is verified by finding Young’s modulus values of the
single layers with a thermo_pw module. As it is given in Table III,
Young’s modulus of single layers is positively correlated with Vs

because Vs ¼ (�E=ρ)1=2, where ρ is the density.
It is known that bulk conductivity of a material is different

from its atomically thin single layer. This difference is because of
the size of the material; specifically, we need to consider the scatter-
ing effects at the surfaces and reflectivity to calculate resistivity at
low dimensions.41 In this way, Fuchs and Sondheimer formula can
be used as given in Eq. (7),

σFS ¼ σbulk
3k
4
1þ p
1� p

ln(k�1), (7)

where σ is the conductivity, k is equal to t=lo and k ,, 1, lo is the
bulk mean free path, t is the thickness, and p is the reflection coef-
ficient, even though it is defined for metal wires. The p term in Eq.
(7) is a function of polarization because decreasing polarization
means a decreasing refractive index of the material, thereby
decreasing reflectivity. Since we derived all two-sided single layers
from bulk WSeSe, we can consider the highest conductivity in
WSeO because of its large polarization. The highest conductivity is
also visible from a macroscopic perspective because of the lowest
bandgap of WSeO among single layers. These variations in conduc-
tivity patterns can also be explained by using quantum mechanics.
Specifically, we can interpret the high conductivity of WSeO as a
positive quantum correction to conductivity, which occurs in long-

range scattering potentials, where backscattering is negligible and
dephasing may be observed compared to short-range scattering
potentials. If we consider this as a positive correction to conductiv-
ity, we may consider dephasing, which may indicate the absence of
coherency.42 Based on this conclusion, we can argue more about
the characteristics of the system because it is known that loss of
coherency is necessary to observe classical memristive characteris-
tics in a quantum memristor system.43 Therefore, we develop a
model inspired from the dynamics of a quantum memristor.

C. A time-functional pseudo-quantum memory
element

We model the dynamics of bacterial learning and memory in
a system composed of unit cells of WSeO, WSeS, WSeSe, and
WSeTe single layers, which are shown in Fig. 3 as the inner cycle
I. Each of these unit cells includes the fully relaxed KS DFT config-
uration of single layers. These single layers represent the bacterial
membrane, and O, S, Se, and Te atoms represent the membrane
protein. We design a DFT simulation protocol and a model by
inspiring from bacteria living in water, that is, Geobacter metallire-
ducens. It does not use oxygen to generate energy, but it can gener-
ate energy by using electrical current through its pili, which are
hairy extensions as shown in Fig. 8.44 This electrical current is
because of the interaction between bacteria through its pili and
metal. We try to mimic this interaction between the dielectric
medium and the metal because we treat the bacterial membrane as
a dielectric medium.

Bacteria live together, and they rub each other through their
membranes as shown in Fig. 9(a). These membranes are dielectric
media. This means that they can be charged after rubbing each
other. We first consider WSeS, where the bacterial membrane is
negatively charged similar to the human neurons. In WSeTe, this
initial charge might be positive. This negatively charged membrane
is analog to the þV applied material as shown in Fig. 9(b). As
shown in line 1 of Fig. 11(d), this corresponds to an increase in
polarization. Then, it begins to contact to a charge neutral metal as
shown in Fig. 9(c). Therefore, insulator’s electrons are transferred
to metal, and this case is similar like applying �V to the bacterial

TABLE III. Electronegativities of O, S, Se, and Te in the Pauli scale, radius of O, S, Se, and Te, lattice constants, thickness of single layers (SLs), averaged Poisson ratio,
averaged Young’s modulus, absolute polarization density in the z-direction, out-of-plane macroscopic dielectric constant of the supercell in the Cartesian coordinates (εr ), total
DFT energy, and Kohn–Sham (KS) bandgaps of tungsten based two-faced single layers of WSeO, WSeS, WSeSe, and WSeTe.

WSeO WSeS WSeSe WSeTe

Electronegativity (Pauli scale) 3.44 2.58 2.55 2.1
R of the uppermost element (pm) 152 180 190 206
Lattice constant (Å) 3.06 3.25 3.32 3.44
SL thickness (Å) 2.90 3.25 3.35 3.49
Poisson ratio 0.216 0.195 0.217 0.189
Young’s modulus (kbar) 170.64 126.33 119.91 97.81
Polarization (μC/cm2) −0.952 −0.319 0 0.311
Dielectric constant 1.227 1.274 1.300 1.301
Total DFT energy (Ry) −427.32 −416.40 −636.77 −603.95
KS bandgap (eV) 1.32 1.69 1.54 1.34
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membrane, which corresponds to line 2 in Fig. 11(d), even though
we depict the bacterial membrane as it is in contact with metal.
This membrane is using its pili structure to generate this electro-
static interactions. Most probably, pilis on the surface of bacteria
are developed to increase the charge transfer by creating high elec-
tric field strength.

We assume that these new charges in the metal will arrange
itself as negative charges far away from the bacterial membrane. In
this configuration, the bacterial membrane and the metal will repel
each other. When they are separated, they will lose charge to the
outside environment since this is an open system. It is known that
the charges in a dielectric medium can only spread into small areas
on its surface. We can conclude that it is easier to remove electrons
from a dielectric medium than a metal. Therefore, more negative
charges are given to the environment by the bacterial membrane
compared to the metal as shown in Fig. 9(c) because decreasing the
degauss value indicates decreasing electronic temperature and con-
ductivity decreases for a semiconductor; on the other hand, a metal
is a good conductor almost at all temperatures. This follows an
attractive interaction between the bacterial membrane and the

metal because of the Coulomb interaction between charged species,
which scales with the inverse square of the distance between the
charges. When they are in contact as shown in Fig. 9(e), a charge
transfer from a metal to a bacterial membrane may occur, which
corresponds to line 3 in Fig. 11(d). This corresponds to applying a
þV . Then, they repel each other again like repelling of two charged
species with the same polarity. After that, the bacterial membrane
loses more charge than the metal similar to a phenomenon
depicted in Fig. 9(d). This is like a �V applied to the bacterial
membrane, which corresponds to line 4 in Fig. 11(d). This process
is repeating itself with line 5 in Fig. 11.

FIG. 8. Cartoons representing the bacteria Geobacter metallireducens with its
pili and flagellum, which are hairy extensions, charge dynamics between the
bacterial membrane and metal through an electron transfer. Bacteria can gener-
ate energy by using electrical current.

FIG. 9. Modeling of possible electrostatic interactions between the metal and
bacterial membrane: (a) Bacterial membranes interact through rubbing, (b) the
bacterial membrane is negatively charged, like in the case of WSeS, (c) charge
transfer from the bacterial membrane to metal, (d) loss of charge in the bacterial
membrane, and (e) a charge transfer from a metal to bacterial membrane.
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We try to model the non-linear and time-dependent interactions
between the bacterial membrane and the metal through biomimicking
and also by inspiring from proteins, which are composed of amino
acids. These may have negative charges, but they cannot repel each
other because they are bound to backbone with the covalent bond.
They will have a tendency to get positive charges from the outside
environment. This means that each of the time the protein conforma-
tion changes. We simulate this metal and bacterial membrane interac-
tion model depicted above using DFT because bacterial learning and
memory cannot be explained without quantum mechanics. In this
way, we introduce the degauss parameter of Quantum ESPRESSO,
which will allow us to quantize the macroscopic physical quantities in
DFT simulations, such as charges. Degauss is the electronic tempera-
ture, and it governs the occupation numbers’s broadening around the
Fermi energy level. It has a relation with smearing; specifically,
degauss can be regarded as a magnitude of smearing, where smearing
is a distribution function for occupations of DFT bands.45

As it can be seen from Fig. 10, the degauss value is first
increased and then decreased; while doing this, we record the
polarization. We consider that degauss is like a time-varying oscilla-
tory electric field because degauss changes the Fermi energy level of
the material in the unit cell, which can be regarded as an additional
charge or depletion of charge as shown in Fig. 10(a). In our simula-
tion, we also see that polarization changes its direction with
degauss in a polar crystal, such as WSeS. This is very similar to a
ferroelectric ceramic BaTiO3, where the crystal transforms from
cubic to tetragonal when we increase the temperature; this means

that it is a displaced Ti4þ atom. The energy profile of Ti4þ with
respect to the position is very similar to the potential depicting a
hydrogen bond, which is like a double-well potential. Hence, an
electric field in the opposite direction can cause Ti ions to displace
from one well to other. Therefore, the dipole moment can be
reversed, like in our case. We may simulate a change in the direc-
tion of the spontaneous polarization with the degauss parameter. In
our model, the interaction between the metal and insulator is to
enable them to be simulated with the degauss parameter, which
indeed simulates the time-dependent oscillating electric field.

The degauss parameter has to be converged in a DFT calcula-
tion; however, when we choose smearing as the Fermi–Dirac distribu-
tion function, we can consider the degauss value as a parameter
representing the electronic temperature. The degauss value, which has
a unit of energy, represents how large the smearing is. This smearing
value is indeed used for metals to locate the Fermi level. Here, we
have semiconductors. Therefore, the Fermi level found after the calcu-
lation is not the exact Fermi level defined for metals, but it might be
regarded as a quasi-Fermi level. Polarization difference values corre-
sponding to each degauss value are depicted in Figs. 10(a)–10(d),
where the degauss value is interpreted as the shift of the Fermi energy
level with respect to a reference vacuum level, and this is similar to
adding or subtracting a charge to a unit cell. For example, if we add
positive charges to the unit cell, then the Fermi energy level shifts
upward with respect to the reference energy level as it is depicted in
Fig. 11, where the reference energy level is taken as the maximum
vacuum level as calculated in Fig. 20 of the Appendix.

FIG. 10. (a) Polarization difference vs the degauss plot with its bow-tie memory switches after the respective thresholds for WSeO, (b) the polarization difference vs
degauss plot with its bow-tie memory switches after the respective thresholds for WSeS, (c) the polarization difference vs the degauss plot for WSeSe, (d) the polarization
difference vs the degauss plot with its bow-tie memory switches after the respective thresholds for WSeTe, (e) modeling of the proposed system with resistor, memcapaci-
tor, memristor, and meminductor, ( f ) conventions and standards of the ON and OFF read points for the memory switch, and (g) the total DFT energy difference for each
sweep numbers for all single layers.
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We calculate the electrostatic potential energy variations of
single layers with respect to the z-direction in the unit cell. We use
the maximum of this energy as the reference energy level, and we
subtract this energy from the Fermi energy level, which is read
from the self-consistent field calculations. We report this difference,
PE-Ef , in Figs. 20(a1), 20(b1), 20(c1), and 20(d1) for each single
layer. Their enlarged figures are shown in Figs. 20(a2), 20(b2),
20(c2), 20(d2), 20(b3), 20(c3), and 20(d3). For example, in WSeSe,
both Fermi level and the vacuum level are positive valued. In
Fig. 20(b), the potential energy difference from the Fermi level,
PE-Ef , is given for WSeSe. The difference increases from 0.005 to
0.025 Ry; therefore, the Fermi level decreases from 0.005 to
0.025 Ry. This will be interpreted as an addition of charge, �Q,
into the unit cell, namely, a positive valued voltage. Then, PE-Ef
decreases up to 0.04 Ry as shown in Fig. 20(b); therefore, the Fermi
level increases up to 0.04 Ry. This means an addition of positive
charge, þQ, namely, a negative valued voltage for WSeSe.

In WSeS, vacuum levels are positive valued and the Fermi
level is negative valued. In Fig. 20(b1), we represent the PE-Ef vs
distance plot for WSeS. We consider the vacuum level as the
maximum of this plot; namely, the plateau located at the right-
hand side in Fig. 20(b3). This means that when PE-Ef increases up
to 0.02 Ry, the Fermi level decreases. This might be considered an
addition of a negative valued charge into the unit cell, namely, a
positive valued voltage. After this, the Fermi level increases up to
0.04 Ry for WSeS. In Fig. 20(c1), PE-Ef vs distance plot for WSeO
is given. We consider the vacuum level as the maximum of this
plot, namely, the plateau located at the right-hand side as shown in
Fig. 20(c3). Here, vacuum levels are positive valued for all degauss
values, and the Fermi level is negative valued as in the case of
WSeS. We observe that PE-Ef decreases from 0.005 to 0.04 Ry for
WSeO; this might be considered an addition of a positive valued
charge into the unit cell, namely, a negative valued voltage. Finally,
PE-Ef vs distance plot is depicted in Fig. 20(d1) for WSeTe. We
consider the vacuum level as the maximum of this plot; namely,
the plateau located at the left hand side of Fig. 20(d1). Here,
vacuum levels and degauss values are positive valued. From 0.005
to 0.04 Ry, PE-Ef usually decreases; the Fermi level goes up from
0.005 to 0.04 Ry for WSeTe. This might be considered an addition
of a positive valued charge into the unit cell, namely, a negative
valued voltage. This analysis was based on self-consistent field cal-
culations; however, a more accurate discussion might be given by
considering the valence band maximum, VBM, and the Fermi
energy level difference obtained from NSCF calculations.

We calculate the polarization with respect to degauss, and we
depict the results in Figs. 10(a), 10(b), and 10(d). This relation will
be important when we discuss the memory behavior of a single
layer. In WSeS, degauss is a parameter and it changes from 0.005 to
0.4 Ry, then from 0.4 to 0.01 Ry , and then from 0.01 to 0.015 Ry as
shown in Fig. 10(b). Therefore, first, it must be charged, then it
must lose charge, then charged again, and so on. This is depicted
in Fig. 11(d) from line number 1 to line number 5 for WSeS. This
interaction of bacterial membrane with the metal is simulated by
varying the degauss parameter of the Quantum ESPRESSO.
Figure 11(d) is the polarization difference vs the degauss plot
belonging to WSeS. Here, we choose a path marked as 1, 2, 3, 4,
and 5. Then, we transform Fig. 11(d) into Fig. 11(e) by considering

the voltage as proportional to degauss and current as proportional
to the polarization difference, even though the current not only
depends on polarization, which will be discussed later. On the
other hand, we transform polarization into current by considering
only the contribution of the motion of paired charges, namely, the
polarization current in this picture.

Transformation of Fig. 11(d) into Fig. 11(e) can be depicted as
follows. Line I in Fig. 11(e) represents the region from 0.005 to
0.02 V in the x axis, and this corresponds to an increase in the
voltage because of decreasing Fermi level. In line II, from 0.02 to
0 V, it is like that a negative voltage is applied because the Fermi
level is increasing. Line III, from 0 to 0.02 V, represents an increas-
ing voltage due to decreasing Fermi level. The current value in line
III is higher than line II. After that, from 0.02 to 0.01 V, current
decreases and reaches a value close to zero, which is depicted with
line IV. Here, voltage is decreasing because the Fermi level
increases from 0.02 to 0.01 V. Finally, in line V, from 0.01 to
0.02 V, current and voltage increase due to decreasing Fermi level.
It is clear that the increase in the negative charge in line 1 of
Fig. 11(d) leads to increasing polarization. Then, polarization con-
tinues to increase as shown in line 2 of Fig. 11(d) due to the
decreased distance between the membrane and metal, hence the
increased electric field, if we consider these charges are like
forming dipoles between the membrane and metal as shown in
Fig. 9(c). In Fig. 11(d), line 3 depicts a decrease in polarization due
to charge loss, which can occur as depicted in Fig. 9(d). This
charge decrease continues in line 4 of Fig. 11(d).

The above model is designed inspired from bacteria called
Geobacter metallireducens. Its cartoon is depicted in Fig. 8, where
the current flows from the metal to bacteria and electrons in the
opposite way, which leads to an increase in the bacteria’s electron
density periodically or the other way round. This electricity genera-
tion is periodic; specifically, bacteria can move with its flagellum
and find a new host metal to generate this energy. This event is
repeating itself as it is pictured in Fig. 3. In our model, we use
single layers to mimic this system with nature. Each single layer
itself is a quantum subsystem. If we consider these quantum sub-
systems as a single quantum system, where the single layer is shift-
ing its position repetitively in time. This system can be regarded as
a time crystal by definition. This is a very good indication of
having a so-called composite quantum system time crystal because
in time crystals, energy does not lose and motion occurs without a
change in kinetic energy. Moreover, it is known that the generic
time crystals may compose the quantum computer memories.46

However, this is not a single state, and the material is not always in
the ground state but with a slight change in the total DFT energy.
When we consider the inner cycle I, we have four different
quantum subsystems, and a composite system can be established in
the following Hilbert space of H1 � H2 � H3 � H4, which is com-
posed of tensor products, �, of individual subsystems, which are 1,
2, 3, and 4 representing WSeO, WSeS, WSeSe, and WSeTe. Hence,
the state of the composite system can be given by Eq. (8),

jfi1234 ¼ jfi1 � jfi2 � jfi3 � jfi4, (8)

where jfis represents each subsystem’s state.47 Each subsystem’s
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state can be written in terms of its basis sets, which are changing
with the modification of the material’s lattice vectors.48

The learning and memory properties of bacteria can be well
described by the quantum properties of materials due to an
increased surface area of the bacteria compared to its volume.
Furthermore, bacterial learning and memory are believed to be
linked with its genome. Therefore, we establish analogies between
several concepts and how they conceptually comply with our
model during DFT simulations. These concepts are coherence,
quantum memristors, measurement-induced phase transitions,
gene regulatory network, and so on. Although our system under
investigation is neither a spin-qubit nor a superconducting LC
circuit. In this way, we consider a property of a quantum memris-
tor, which is that it functions as a classical memristor when coher-
ence is absent.43

When we consider each subsystem, it is clear that dephasing is
dominant in WSeO when we consider its high conductivity. We
can also consider single layers at each distinct degauss value as a
subsystem of a subsystem in time. We investigate whether this
property of the quantum memristor is valid for sweeps inside a
single layer. We depict the total DFT energy differences between
the beginning and the end of each sweep in Fig. 10(g) because
coherent states must satisfy the minimum uncertainty relation
given as ΔEΔt ¼ �h2=4. In a semi-classical approach, ΔE can be
taken as a repetitive increment of the total DFT energy, where �h2=4
is 1:083� 10�31 eVs. We observe that this difference is profound in
sweep number 2 and 3, where we end up with different time ranges
compared to sweep number 1 and 4. Based on the total
DFT energy difference with respect to the sweep number plot in
Fig. 10(g), in the second and third sweeps, this coherency is

FIG. 11. (a) A cartoon representing the shifting of the Fermi energy level with an addition of þQ, (b) shifting of the Fermi energy level with an addition of �Q, (c) a
cartoon current vs voltage plot, where the crossing at the first quadrant indicates the coexistence of memristor and memcapacitor and crossing at the third quadrant indi-
cates the coexistence of memristor and meminductance, positions of the crossing points are not scaled (d) polarization difference vs the degauss plot after the respective
thresholds for WSeS, (e) current, taken as proportional to the polarization difference, vs voltage, taken as proportional to degauss, plot with its bow-tie memory switches
after the respective thresholds for WSeS.
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believed to be diminished, and this is believed to be system’s highly
conductive parts and also the system is designed to exhibit bow-tie
memory switches in these ranges. In these kinds of calculations for
coherency, the accuracy and precision of the total DFT energy and
energy levels are of utmost importance.

D. System modeling with memory elements:
Memristor, meminductor, and memcapacitor

Conversion of a polarization difference vs a degauss plot into
a IV-like plot is depicted in Figs. 11(d) and 11(e) for WSeS. In a
similar manner, we can find the corresponding IV-like plots of
other single layers. It is important to determine the IV-like plots of
single layers because memory properties are investigated by observ-
ing the bow-tie like memory switches. The presence of bow-tie like
crossing points in the first quadrant of a Cartesian coordinate in
the IV-like plot suggests that the system can be modeled using a
memristor and a memcapacitor, and bow-tie like crossing points in
the third quadrant suggest that the system can be modeled using a
memristor and a meminductor as shown by Qingjiang et al.49 In
this way, the crossing point for WSeO is found in the third quad-
rant, where x is negative and y is negative. WSeS’s crossing point is
found in the fourth quadrant, where x is positive and y is negative.
Finally, the crossing point of WSeTe is found in the second quad-
rant, where x is negative and y is positive.

In the picture above, we did not consider the built-in voltages.
These built-in voltages can be deducted from the electrostatic
potential energy analyses as shown in Fig. 20. For example, in
WSeTe, it is expected to have a electric field from Te to Se, and this
means a positive built-in voltage. On the other hand, this is nega-
tive for WSeO and WSeS. We can shift the crossing points based
on built-in voltages, and we consider shifting in the positive x
direction for WSeTe and shifting in the negative x direction for
WSeO and WSeS as shown by the dashed lines in Fig. 11(c).
Hence, in WSeTe, th coexistence of memristor and memcapaci-
tance might be considered the most dominant memory element. In
WSeO and WSeS, the coexistence of memristor and meminduc-
tance might be considered the most dominant memory element as
shown in Fig. 11(c).

We conclude the presence of the most dominant memory
element by considering Jp as proportional to polarization.
Determining IV-like characteristics based on polarization currents
may not give the crossing points at the correct polarities for some
cases. We may need to shift these current values depending on
other contributions to the total current, Jtot , like free current, Jf ,
displacement current, Jd , and magnetization current, Jm, as given
by Eq. (9),

Jtot ¼ Jf þ Jd þ Jm, (9)

where Jf is equal to σE, Jd is equal to @P=@t þ εo(@E=@t), and Jm
is equal to ∇�M. In addition to the @P=@t term, another moving
charge terms might be important. These are Jf and Jm. We neglect
the contribution from magnetization for this part of the calcula-
tion, and this will be discussed later. Hence, we consider the Jf
term. For example, when we consider WSeO, which has a high
dielectric constant and polarization, polarization current might be

dominant for this case. Therefore, its characteristics may appear in
the third quadrant as shown in Fig. 11(c). We believe that this
shows only the domination of memory elements; therefore, the
system can still have other elements. Therefore, our model can
exhibit both three fundamental memory elements in time when we
consider degauss over polarization as proportional to the
resistance.

The circuit model based on memory elements is shown in
Fig. 10(e) with a load resistor. The memristive effect is investigated
further by showing how the frequency affects the IV-like character-
istics of the system depicted in Figs. 10(a)–10(d). The effect of fre-
quency can be understood from Fig. 5(b), where increasing
frequency leads to decreasing surface potential. Hence, the curves
in the degauss axis in Fig. 10 will slide to the left, while 0 stays
steady. The area will decrease as it is expected in a memristor at
high frequencies.50 Since we consider the change from WSeO to
WSeTe as the growth of the bacteria, we believe that after a certain
strain, bacteria will divide and this loop will eventually close either
at the origin or somewhere, like a time crystal, because time crystals
also switch back to its first configuration after some time.

Showing which memory element is dominant in which single
layer, namely, in time, is significant. For example, memcapacitive
behavior is consistent with the dielectric characteristics of the
membrane and with its sensory capability. The desired sensory
range is defined as the range, where the output is predictable due
to reduced hysteresis, namely, a single value of polarization at a
single value of degauss. Meminductance is related to the energy
generation capability of bacteria, which has been identified as one
of the characteristics of bacteria by other researchers; meminduc-
tors could potentially be used in the future for self-energy genera-
tion devices according to the literature.51–53 We carry out
simulations to understand how well the single layers can mimic the
meminductive behavior. Meminductivity can be deduced by
observing the hysteresis in current vs magnetic flux plots.
Therefore, we try to deduce a current vs magnetic flux like plot
belonging to WSeO based on the polarization difference vs the
degauss plot as shown in Fig. 10(a) and σxx=τ vs Bτ plot as shown
in Fig. 21(a). Here, σxx=τ vs the Bτ plot for single layers is found
from ordinary magnetoresistance calculation. In Figs. 21(a)–21(d),
when we consider σxx=τ vs Bτ plots at a certain Bτ value, it is clear
that the σ=τ value varies with temperature. We compare this varia-
tion using comparison operators as WSeTe > WSeO > WSeS and
WSeSe. We try to estimate current vs a magnetic flux plot by bio-
mimicking. We consider the bacteria Geobacter metallireducens,
which uses Fe to generate electricity. If a varying current pass
through a magnetic material, it can generate a magnetic field. We
estimate this magnetic field, B, as proportional to the current from
the Ampere–Maxwell equation as given by Eq. (10),

∇� B ¼ μoJþ μoεo
@E
@t

: (10)

We consider only polarization current’s contribution to the J term
in Eq. (10). Therefore, we consider Jp as proportional to B. We
place the red, green, black, and yellow points in the inset of Fig. 12
into the σxx=τ vs Bτ plot by considering B as proportional to Jp.
This will allow us to place these points in the x axis. Since we
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know the relationship between current and degauss, we can find
the corresponding degauss value of the current, which is assumed
to correspond to the temperature in σxx=τ vs Bτ plot as shown in
Fig. 21(a). Therefore, the degauss value, which is positively corre-
lated to the electronic temperature, will allow us to determine the
y-axis position of these points. We place the red, green, black, and
yellow points into σxx=τ vs Bτ plot. We believe that σxx=τ corre-
sponds to current if we consider a constant applied electric field in
magnetoresistive calculations. Hence, σxx=τ can be considered pro-
portional to current. We also assume the area as constant for each
single layer so that we can say that BA is proportional to B. The
plot is drawn with light blue lines with the above assumptions
qualitatively and is depicted in Fig. 12. It exhibits bow-tie like
switching.

We argue that WSeS and WSeO have higher meminductive
abilities compared to other single layers based on the locations of
the crossing points in their IV-like plot in the Cartesian coordinate
system. We compare this result with the meminductance interpre-
tation of single layers revealed from an ordinary magnetoresistance
calculation as shown in Fig. 12, where we plot σ=τ vs Bτ relation.
There are three points making this comparison hard: the first one
is the relaxation time, τ, which may change from material to mate-
rial, and second, determination of the area to calculate the flux
from the Bτ value. When we consider τ as constant for each mate-
rial and the area scales with the lattice constant, we may end up
with the largest variation in the y axis in Fig. 21 in WSeO and
WSeTe. Third, we depict σxx=τ as a function of the magnetic field

magnitude times the relaxation time, Bτ, in the z-direction for dif-
ferent temperatures. Moreover, in ordinary magnetoresistance cal-
culations, we set the Fermi energy level 0.026 eV above the valence
band maximum, VBM, for both single layers. We took the Fermi
energy level very close to the VBM; therefore, this conductivity
cannot be regarded as intrinsic conductivity. We know that these
kinds of simulations by assuming a Fermi energy level and calculat-
ing the conductivity based on a single KS DFT band will only give
us a qualitative clue about the abilities. Nonetheless, these results,
where we suspect from high capability of meminductivity, are in
line with the results found in system modeling with the memory
elements section for WSeO and for WSeS if we consider the large
switching window of WSeS in its polarization vs degauss plot com-
pared to WSeTe and the thickness of WSeTe is larger than the
WSeS, which might be important because Eq. (10) has a curl of the
magnetic field. Moreover, meminductive ability is apparent in
WSeO over a wide span of magnetic field values compared to
others; for example, the variation of σ=τ with respect to Bτ is
apparent only for up to around 10 psT in WSeTe.

We observe the response of WSeO to an externally applied
electric field through its polarization change with time. These
polarization characteristics with time are shown in Fig. 13(a),
where the polarization returns approximately to its initial state 0
after a peak. This indicates the high damping factor characteristics
of the subsystem WSeO compared to other single layers. We con-
clude this damping observation by considering an RLC circuit
based low-pass filter configuration, which can be seen by modifying
the model in Fig. 10(e) with R, L, and C. Even though a memristor
is not a resistor, a meminductor is not an inductor, and a memca-
pacitor is not a capacitor, we consider a resistor and an inductor in
series and a capacitor in parallel to a resistor, Rload � L� (RkC),
where the total impedance, Ztot , is given by Eq. (11),

Ztot ¼ Rload þ R
1þ w2R2C2

þ j
wLþ w3LC2R2 � wR2C

1þ w2R2C2
, (11)

where Rload is the resistor of the load resistance, R represents the
resistor instead of the memristor, C represents the capacitor instead
of the memcapacitor, L represents the inductor instead of the mem-
inductor, and w is the frequency. Hence, the damping factor, ζ , of
this low-pass filter is given by Eq. (12),

ζ ¼ 1
2R

ffiffiffiffi
L
C

r
: (12)

Equation (12) indicates L > C for WSeO, where the memory char-
acteristics might be dominated by meminductive elements. The
dominance of meminductivity in WSeO can be further confirmed
by considering the location of crossing points in the IV-like plots
as shown in Fig. 11(c), where WSeO’s crossing point is located in
the third quadrant, which implies the existence of meminductance
and memristor.

In Fig. 10(c), we observe the variation of polarization with
respect to the degauss parameter for WSeSe, even though we
believe that the current in WSeSe is mainly due to unpaired
charges under an electric field. The degauss parameter is used to
tune the charge and, therefore, the voltage. If we consider the

FIG. 12. Ordinary magnetoresistance calculations, σxx=τ, as a function of the
magnitude of magnetic field (B) in the z-direction for different temperatures for
tungsten based two-faced single layers of WSeO. The inset shows the polariza-
tion difference vs the degauss plot for WSeO. The light blue plot is representa-
tive and not scaled with respect to the axis, and we expect pinching at the
origin.
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charge as a state variable, current can be considered the derivation
of charge with respect to time, which corresponds to the y axis in
Fig. 10(c). This means that polarization current is almost zero with
a varying state variable. In the literature, this behavior is observed
in a power-off plot and indicates continuum memory; moreover, a
system may exhibit non-volatility at this point.54

We use a thermo_pw module and try to generate a relation
between entropy and temperature. As expected, entropy increases
from WSeO to WSeSe and then decreases from WSeSe to WSeTe,
which can be seen in Fig. 13(d) at a constant temperature. In
Fig. 13(e), we saw that WSeO is not thermally stable after carrying
out ab initio molecular dynamics simulations, and this may indi-
cate low entropy of the system. From Fig. 13(d), we consider how
big S is at a certain temperature is important to understand and
interpret the meminductive behavior of the systems in our
approach based on ordinary magnetoresistance calculations. We

compare the entropy of single layers from Fig. 13(d) at a constant
temperature as WSeSe > WSeTe > WSeS > WSeO. On the other
hand, smearing contribution to total DFT energy is found from
an electronic temperature times entropy, �TS, value through
self-consistent field calculations with different degauss parameters.
The variation of �TS might be linked with degauss as shown in
Fig. 13(c). It must be noted that these two T and S, which are from
self-consistent field calculations and from thermo_pw, are not
equivalent by definition.

We estimate how large the variations in �TS within a certain
range of degauss values from Fig. 13(c). We compare it as WSeTe
> WSeSe > WSeS > WSeO. Therefore, at a certain degauss range,
the electronic temperature of WSeO and WSeS will vary more
compared to other single layers by assuming S from self-consistent
field calculations and S from thermo_pw are scaling, even though
they are not the same thing. If the variation in the electronic

FIG. 13. (a) Real-time linear response (polarization in the z-direction vs time) as a result of an applied positive valued delta function electric field for single layers of
WSeO, WSeS, WSeSe, and WSeTe, (b) an electric potential variation in the unit cell for single layers of WSeO, WSeS, WSeSe, and WSeTe, (c) temperature (T) times
entropy (S) value vs degauss values read from the self-consistent field calculation for Fermi–Dirac smearing, (d) variation of the temperature times entropy with tempera-
ture for single layers of WSeO (result is taken from a thermo_pw run with frozen ions option; namely, ions are not relaxed in each applied strain), WSeS, WSeSe, and
WSeTe, (e) ab initio molecular dynamics results show a variation of the ion temperature with time for single layers of WSeO, WSeS, WSeSe, and WSeTe (NVT ensemble,
Nosé–Hoover thermostat with a target temperature of 300 K, time step is one in the Hartree atomic units).
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temperature scales with the finite temperature as it is defined in the
WannierTools, this can justify the increasing inductive character of
WSeO and WSeS single layers because we determine the y-axis
values based on the degauss value to understand the characteristics
of a meminductive system. As it is discussed above, we interpret
Fig. 13(c) to compare the single layers; in terms of how big or
small the variations in �TS when we change the degauss will be
important to determine how large the hysteresis is, namely, the
area in between the curves constituting the hysteresis plot.
However, this approach may not allow us to do exact quantitative
comparisons between degauss and temperature.

E. Dynamics of phase-change like memory elements

After determining the IV-like curves of the single layers by
using polarization vs degauss plots in Figs. 10(a), 10(b), and 10(d),
we associate the IV-like characteristics of WSeS in Fig. 11(e) to a
phase-transition like memristive mechanism’s IV characteristics. In
this way, we opt to use the ON and OFF notation used for phase-
change memories, where this notation is given in Fig. 10(f). In
analogy to a phase-change memory as described by Le Gallo and
Sebastian, we believe that there are amorphous OFF state until the
first threshold; after this, there is a bistable transition called amor-
phous ON following a memory switch and a crystalline ON state.55

This on–off like switching suggests a phase-transition like memris-
tive mechanism, but in our case, this is a phase-transition like
mechanism without a change in the crystal symmetry. Since there
is no real phase transition in our material, this ON–OFF cycle will
continue, such as second, third, and so on, which might be
regarded as oscillations. Therefore, we could not define exactly two
distinct states, such as ON and OFF, over time in the absence of
the applied bias. Therefore, we believe that the bacteria’s so-called
post-synapses resemble characteristics of artificial neurons of
human rather than the synapses of the human because it is shown
that the human neural characteristics can be emulated as a volatile
memory element in the literature as well.56,57 This leads us to argue
about a phenomenon similar to degauss driven volatile resistive
switching.

We study the response of these single layers to an impulse
electric field using a time-dependent DFT tool as explained in
Sec. II. We observe chaotic oscillatory behavior of the so-called
ON and OFF states in the polarization vs time plot as shown in
Fig. 13(a), even though the electric field is not oscillatory. As
defined by Kumar et al., these oscillations may indicate a higher-
order of complexity. The possible chaotic behavior as a result of the
coexistence of memcapacitor and meminductance is further investi-
gated by matching these variables to the ones defined in an exem-
plary device in the literature. State variables of this exemplary
device in the literature were temperature, charge on an internal
capacitor, and speed of the Mott transition; we are required to
define at least three state variables for our system.57 We believe that
these state variables might be charge, electronic temperature, and
susceptibility based on the systems governing equation given by Eq.
(5). In our model, we believe that the charge on the internal capaci-
tor corresponds to an electric field, the electronic temperature
scales with the physical temperature, and the speed of the Mott
transition corresponds to susceptibility roughly. However, each of

the state variables can be simulated in DFT using the degauss
parameter, namely, charge as the Fermi level variations with
respect to a reference level, temperature through electronic temper-
ature with Fermi–Dirac occupations, and the Mott transition rate
through the change of slope of IV-like curves when we tune the
degauss parameter and through susceptibility of each single layer.

One of these state variables of a higher-order of a complexity
system is given as the Mott transition rate in the exemplary system
in the literature as discussed above. We claim that we may also
define something linked with the Mott transition rate in our simu-
lation protocol. In this way, we need to observe a change from a
metal like to a non-metal like behavior through the variations in
the conductivity with respect to temperature. In this way, we inves-
tigate the conductivity changes in WSeS from its polarization vs
degauss and IV-like plot, where degauss represents the electronic
temperature. When we consider line I in Fig. 11(e), WSeS acts as a
semiconductor or insulator because conductance increases with
temperature, where the conductance is taken as current over
voltage and degauss is taken as proportional to the electronic tem-
perature. In line II, it acts as a metal, where the conductance
increases with decreasing temperature. Similarly, in line III, it acts
as a metal, and in lines IV and V, it acts as a semiconductor or an
insulator. We detect a change from a metallic character to a semi-
conducting or insulating character in between lines III and IV. This
transition is observable in other single layers and differs from a
single layer to a single layer. We also observe negative differential
resistance like behavior in our simulation when we consider lines II
and III in Fig. 11(e).

We suspect that simulation results show a phase-change like
mechanism without a change in the crystal symmetry. This phase-
change like mechanism might be analog to a measurement-induced
phase transition, MIPT, as it is described in the literature.59 This
transition is governed by quantum many-body physics and quanti-
fied using quantum information dynamics. We try to connect this
phenomenon to our system; therefore, we need to calculate a vari-
able belonging to quantum information theory, that is, the entan-
glement entropy, but we can only calculate its classical analog,
namely, entropy of the systems with DFT. Even though �TS is not
equal to entropy, we consider this value read from the self-
consistent field calculations. We try to link the simulation results
belonging to single layers to the definition of MIPT. By definition,
in MIPT, entanglement growth shows different scaling laws with a
change in the measurement rate.59 If we consider one of the state
variables of the higher-order of a complexity system as χ, which
was previously thought as analog to the Mott transition rate as
shown in a work with a memory device exhibiting higher-order of
complexity in the literature, we may define χ in the framework of
MIPT as the measurement rate by assuming the measurement rate
as the slope of the polarization difference vs degauss plot, which
can be written as P=degauss and is equal to εoχ when we consider
degauss as equal to an electric field.

MIPT is tried to be revealed from single layer’s polarization vs
degauss plot of each single layer. We can assume the variations in
susceptibility based on the degauss parameter. Since degauss is cor-
related with the electronic temperature, we can consider decreasing
susceptibility with degauss. Moreover, based on the �TS vs degauss
relation, we can conclude that degauss is positively correlated with
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the smearing term, �TS, of the total DFT energy. If we plot the
variation in �TS with respect to time, here, time can be taken as
degauss because we are beginning from 0 degauss to 0.04 Ry
degauss value in time in our model, we can observe that the plots
can be depicted by different equations, such as linear and parabolic.
For small values of degauss, it is linear, and for large degauss
values, it might be regarded as it is in a parabolic relation with
�TS. This indicates entanglement toward a high degauss value
according to MIPT, which is in line with our previous arguments
with dephasing and coherency. We observe the growth of entangle-
ment as it is characterized by �TS. We can consider geometrical
parameters of single layers at each degauss value, and we try to
relate them with their �TS. However, it is very hard to show that
the converged value of �TS in each degauss value exhibits different
scaling laws, even though we consider the converged value of �TS
as the one found at the respective degauss value. There is one
option to relate it to the geometry of the sample by considering
additional charges or depletion of charges with varying degauss
values through piezoelectricity. Making these single layers, a system
resembling MIPT may let us discuss about the quantum many-
body physics, but this is out of scope of this paper. However, we
believe that this will be mainly linked to d-orbitals of transition
metals in WSeO, WSeS, WSeSe, and WSeTe single layers.

F. Gene regulatory network and cellular memory and
learning

In our model, bacteria’s membrane is open to exposure from
the outside environment. This will lead us to consider this system
as an open system, where the entropy increases from WSeO to
WSeSe and then decreases from WSeSe to WSeTe. Environmental
perturbation to bacteria’s membrane might be the strain. Its
sensory receptor is located in its membrane, which is mainly
responsible to generate a signal to trigger some enzymes and initi-
ate the genetic transcriptions, where these gene transcriptions and
protein synthesis are important to understand the memory in
single-celled organisms.8,60 The growth of bacteria is investigated in
the field of evolutionary and developmental biology. This branch of
biology is mostly explained by gene regulatory networks, which is
also used to explain the adaptation of bacteria.61–63 Dynamics of
these gene regulatory networks are explained in the literature using
a mathematical model as given in Eq. (13),

1
γx

dx
dt

¼ �x þ km
γx

kx
γm

c(x), (13)

where it was assumed that mRNA degrades faster than the protein
in the self-regulatory network, kx is the mRNA to protein transla-
tion rate, γx is the degradation rate of protein, γm is the degradation
rate of mRNA, b is the control parameter and is equal to kx=γm,
c(x) is the input function, km is the transcription rate, x is the
amount of protein, and m is the amount of mRNA.58

Gene regulatory network’s model depicted in Eq. (13) looks
like our model system’s governing equation in Eq. (3). Therefore,
we match the system’s governing equation in Eq. (3) with the bacte-
ria’s gene regulatory network’s governing equation in Eq. (13) by

writing Eq. (3) as Eq. (14) given below:

(χ= _χ) _E ¼ �Eþ (χ= _χ)( _�ε=�ε)E: (14)

We matched the terms in Eq. (13) and in Eq. (14). We equate the
terms as 1=γx is equal to χ= _χ, x is equal to E, and (kmkx=γm)c(x) is
equal to ( _�ε=�ε)E. The latter can be rewritten as in Eq. (15),

kmbc(x) ¼ ( _�ε=�ε)E: (15)

We can guess km as equal to ( _�ε=�ε) because it is the only variable on
the right-hand side with the [T]�1 dimension, where T is time. On
the other hand, x is equal to E and c(x) is known to be the multi-
variable function of E. The control parameter, b, is unitless, and we
took it as χ because �ε is already assigned to another variable.
Hence, c(x) is taken equal to E=χ from Eq. (15). Hysteresis and
non-stability of this system and, therefore, the memory effect can be
seen from the x vs b plot, which is the E vs χ plot. Here, χ is
defined as the feedback strength.64 The reason why we consider χ
the feedback strength is linked with its dependence to temperature.
We attribute χ as it controls the response of the system to an exter-
nal disturbance like the time-varying and oscillating electric field.

We expect to observe instability in the E vs χ plot. We can
plot this graph from Fig. 11(e) by assuming direct proportionality
between voltage and electric field and inverse proportionality
between χ and temperature. If we consider each single layer in time
in the outer cycle as shown in Fig. 3, we can also observe the oscil-
latory appearance in its x vs b relation. These oscillations are linked
with the learning and memory abilities of biological systems, which
also imply feedback loops, such as in a gene regulatory
network.44,65 We can consider the bacteria’s gene regulatory system
as something used to explain how bacteria are adapting itself under
an environmental perturbation to survive.66 We try to depict this
system in a simple diagram, even though the bacteria’s response
and behavior are more complex than this description. We consider
c(x) as the input, x as the output, and b as the feedback strength. In
Fig. 14, we depict this relation as a diagram. This diagram begins
with the input, and this is assumed to trigger some proteins to ini-
tiate the transcription. After this, there will be a translation and the
output protein is assumed to feedback the initiation of DNA to
start the transcription process.

Modification of responses according to past abilities of living
organisms are indications of learning, memory, and adaptation; as a
result, in a single layered organism, previous experiences are impor-
tant to modify its future behaviors.60 In this way, we design a simu-
lation protocol to understand how the model system, single layers,
can mimic the behaviors of single-celled organisms. In this simula-
tion, we try to replicate Bergstrom’s experiment. Approximately 50
years ago, Bergstrom carried out experiments in a single-celled
Tetrahymena in a laboratory environment to understand the learn-
ing and memory.67 If we speak roughly, in that work, light flashes
and electric shocks are used initially, and then animal is exposed to
light only and its displacement is observed between these two cases.
We adapt this experiment by changing electric shock with strain
and light with solvent. We try to understand how much the suscept-
ibility of a single layer will change between two cases.
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We carry out a simulation to understand how the cellular
memory and learning abilities of bacteria can be mimicked in
single-layer WSeSe under strain. This simulation composed of case
one and case two is shown in Fig. 15 from (a) to (d) with its corre-
sponding Bergstrom’s experiments. Case one represents the single
layer under strain in the z-direction in a solvent environment as
implemented in the Environ module, and case two represents the
single layer without applied strain in a solvent environment as
implemented in the Environ module. The applied strain or expos-
ing single layers to a solvent will affect the properties of the mem-
brane, therefore, the susceptibility response. We try to observe the
difference between the susceptibility values in case one and case
two. We calculate the difference between the susceptibility tensor’s
zz element read as 5%, 10%, and 15% strains and read as 0% strain,
namely, the pristine one in different solvents. This difference is rep-
resented as Δχstrainzz (at a given μ) in Eq. (16),

Δχstrainzz

��
at a given μ

¼ χzz(�ε ¼ �εz , μ)� χzz(�ε ¼ 0, μ), (16)

where χzz is the susceptibility matrix’s diagonal element in the
z-direction, μ is the optical permittivity, and �ε is the strain. On the
other hand, we calculate the difference between the susceptibility
tensor’s zz element read as solvent and read as vacuum in different
strains. This difference is represented as Δχsolventzz (at a given �ε) in
Eq. (17),

Δχsolventzz

��
at a given �ε

¼ χzz(�ε, μ ¼ μsolvent)� χzz(�ε, μ ¼ 1): (17)

The comparison of susceptibilities between different cases is impor-
tant because if we have a higher difference between the cases, this
may indicate better learning abilities, similar to the Bergstrom
experiment. A higher displacement of bacteria in the absence of
electric shock indicates better learning, which increases with an
increase in the applied electrical shock.

These differences in susceptibilities are read for three different
applied strains of 5%, 10%, and 15%. All the susceptibilities are
found from the TDDFT calculation at zero frequency belonging to
the zz component of the susceptibility tensor. The strain is applied
by keeping the ratio of vertical distances between the upper and
lower chalcogen atoms as constant with respect to W in the unit

cell. We conclude that the material remembers the susceptibility
value it generates under strain and try to avoid the same suscepti-
bility value even though we remove the strain. This is in line with
Bergstrom’s experiment because here, strain is something that can
be understood as negative like shock in Bergstrom’s experiment,
where the electric shock is something to avoid for Tetrahymena.
In this way, we plot Δχsolventzz (at a given �ε) vs μsolvent relation in
Fig. 15(e) to study bacterial learning and memory with our simula-
tion parameters of susceptibility, strain, and optical permittivity of
solvent. In Fig. 15(e), we observe the highest difference in suscepti-
bilities in solvent nitrobenzene, which has an optical permittivity of
4.02, than the other solvents at a given strain. On the other hand,

FIG. 14. Gene regulatory network’s representative diagram drawn based on a
diagram in the literature,58 with feedback and feedforward mechanisms, depicted
from an input signal to an output protein, where c(x) is the input and x is the
output protein.

FIG. 15. Cartoons representing (a) case I of the Bergstrom experiment with
electric shock and light flash applied to a single-celled organism, (b) case II of
the Bergstrom experiment with light flash applied to a single-celled organism,
(c) case I of the simulation done in this paper with strain and solvent applied to
a WSeSe single layer, (d) case II of the simulation done in this paper with the
solvent applied to a WSeSe single layer, and (e) the difference of the zz compo-
nent of the susceptibility tensor of WSeSe read at zero frequency (with respect
to zero percent applied strain) vs optical permittivity of the different solvents at
5%, 10%, and 15% strains.
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in the highest strain, 15%, the susceptibility difference is higher
than the 5% and 10% strained cases in Fig. 15(e) in all solvents
since we consider the tensile strain as the growth of bacteria and
the increase in the susceptibility difference indicates better learning
abilities with time.

In the literature, artificial synapses are designed inspired from
the human synapses; in these artificial synaptic materials, it is cus-
tomary to show the potentiation of the synapses with discrete

impulses. In Fig. 16(a), we depict a cartoon showing this potentia-
tion, where discrete pulses are applied as an input and conductance
is read as an output. We try to show this in our system as it is
depicted in a cartoon in Fig. 16(b), where solvent’s optical permit-
tivity changes as discrete voltage pulses and the susceptibility is
read as the conductance in Fig. 16(a). To replicate potentiation, we
choose a WSeSe subsystem because it has continuum memory
properties. We replicate the potentiation experiment by using dif-
ferent solvents, which has different optical permittivities. At a
certain strain, susceptibilities are increasing and expected to reach a
plateau like region with increasing optical permittivity of the
solvent as shown in Fig. 17(a). We compare the potentiation of
WSeSe in different strains by subtracting susceptibilities at optical
permittivities of 4.02 from the susceptibilities read at an optical
permittivity of 1. We saw the largest potentiation for the 15%
strained case and the lowest in the 0% strained case. This result is
in line with our previous discussion; specifically, tensile strain is the
growth of bacteria and an increase in the susceptibility difference
indicates better learning and memory abilities.

In artificial synapses, another commonly mimicked character-
istic is the spike-time dependent plasticity, STDP, as depicted in a
cartoon in Fig. 16(c), where the pulses are applied with a time dif-
ference to pre- and post-synaptic terminals and the change in con-
ductance is recorded depending on the time difference. We
replicate STDP by setting the time difference as the strain applied
to the material in time and the conductance difference as the differ-
ence between the solvent’s optical permittivity and the susceptibil-
ity difference with respect to 0%, Δχi, where i ¼ 1, 2, 3. In this way,
we record the susceptibility differences for each solvent with
respect to the vacuum susceptibility by varying the strain as shown
in Δχstrainzz (at a given μ) vs strain plot in Fig. 17(b). The bigger the
difference in susceptibility at a certain solvent is compared to
vacuum, Δχi, where i ¼ 1, 2, 3 the bigger the strain is. Here, we
assumed that the increased strain in the z-direction increases Δχi,
where i ¼ 1, 2, 3. The difference between the solvent polarity (here,
polarity of the solvent is considered polarization) and Δχi decreases
as we increase the strain as shown in Fig. 16(d).

FIG. 16. (a) Potentiation plot, which is a characteristic of artificial synapses,
depicts the conductance for different voltage pulses; (b) equivalent of an artificial
synapse’s potentiation plot, which depicts the susceptibility for different solvent’s
optical permittivity; (c) STDP’s half plot, which is a characteristic of artificial syn-
apses, depicts the conductance difference variation with time difference; and (d)
equivalent of an artificial synapse’s STDP plot, which depicts the solvent’s
optical permittivity–susceptibility difference with respect to strain.

FIG. 17. (a) Susceptibility tensor’s zz component at zero frequency vs optical permittivity of the different solvents drawn for different strains of WSeSe, (b) difference of
the zz component of the WSeSe’s susceptibility tensor at zero frequency (with respect to the vacuum) vs strain drawn for different solvents, and (c) solvent’s optical permit-
tivity increases from chloroform to nitrobenzene.
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IV. CONCLUSION

We mimic the bacterial learning and memory abilities in a
tungsten based two-sided single layers in time, which resembles a
phase-change like pseudo-quantum memory element. We mimic
these abilities as a function of growth in time by considering
certain measurables, namely, observables, these are electric field,
polarization, and strain, even though the real system dynamics are
assumed to be governed by the quantum information theory. We
consider the strain in the z-direction as the growth of the mem-
brane, thereby the growth of bacteria, which can learn and develop
learning and memory to survive by adaptation. This characteristic
behavior of bacteria is observed to be very similar to bacteria in the
literature, which is Geobacter metallireducens. We developed a
simple model of the system, which can comply with the gene regu-
latory network’s model above its governing equation. We reveal the
cellular learning and memory abilities of the bacteria using TDDFT
in different solvents.

We carry out DFT simulations in WSeO, WSeS, WSeSe, and
WSeTe single layers, which indeed form a circuit. This circuit may
show different memory element characteristics based on frequency,
like in our case, different frequency represents a different single layer.
This method of simulating materials at different times with different
unit cells might be used to simulate flexoelectric materials, viscoelastic
materials, and time crystals in the future. Mimicking bacterial learning
and memory using 2D materials may allow us to study bacterial colo-
nies using lateral heterostructures of two-dimensional materials,
which might be beneficial to study antibiotic resistance in the future
because this is linked with the learning and memory ability of the
bacterial colonies against environmental stresses.
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APPENDIX: HYDROGEN BOND MODEL,
ELECTROSTATIC POTENTIAL ENERGY VARIATIONS,
AND ORDINARY MAGNETORESISTANCE
CALCULATIONS

We solve the one-dimensional Schrödinger equation numeri-
cally for the one electron problem with the potential describing
the hydrogen bonding. This potential is the Duffing potential,
V(z), which is similar to a double-well potential, and it is given by
Eq. (A1),

V(z)=Vr ¼ 1
2
αz2 þ 1

4
βz4, (A1)

where Vr is the potential, α and β are the variables, which are func-
tions of d, and z is the coordinate in one dimension. A spatially
discretized Schrödinger equation is obtained using a finite differ-
ence method, and it is given by Eq. (A2),

��h2

2m
ψ i�1 � 2ψ i þ ψ iþ1

(Δz)2
þ Viψ i � Eψ i ¼ 0, (A2)

where ψ is the wave function and Δz is the distance between the
adjacent equidistant grid points, such as i and iþ 1. Converting
Eq. (A2) into a matrix equation by defining c ¼ �h2=2m(Δz)2 will
allow us to write the principal diagonal elements of the discretized
N � N Hamiltonian matrix as 2cþ V1, 2cþ V2, . . . , 2cþ VN ,
upper diagonal elements and lower diagonal elements as �c, and

FIG. 18. Discretized wavefunctions for the two lower states, namely, ψ1 and
ψ2, which is found from the solution of the eigenvalue problem.
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FIG. 19. Exemplary potential varies under a time-dependent electric field at time (a) t(s), (b) t þ 0:5� 10�14 (s), (c) t þ 0:55� 10�14 (s), and (d) t þ 0:85� 10�14 (s);
an exemplary solution of the time-dependent Schrödinger equation is given, which depicts the variations of the absolute value of the wave function square as a function of
position at time (e) t(s), ( f ) t þ 0:5� 10�14 (s), (g) t þ 0:55� 10�14 (s), and (h) t þ 0:85� 10�14 (s).
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the rest as 0. The discretized wave function is a N � 1 matrix with
elements ψ1, ψ2, . . . , ψN . We set the boundary vector to 0 for
bound states by assuming boundaries at positive infinite and nega-
tive infinite in one dimension. Therefore, the solution of this

eigenvalue problem gives the discretized wave functions. We plot
the two lowest energetic states ψ1 and ψ2 as shown in Fig. 18.

To understand the interactions of these states, depicted by
their wave functions, with a time-varying and oscillating electric

FIG. 20. Electrostatic potential energy Ef (eV) as a function of distance in the z-direction (Å) for tungsten based two-sided single layers of (a1) WSeSe, (b1) WSeS, (c1)
WSeO, and (d1) WSeTe, where Ef is read from self-consistent field calculations. Enlarged plots are depicted in (a2) for WSeSe, (b2) and (b3) for WSeS, (c2) and (c3)
WSeO, and (d2) and (d3) for WSeTe.
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field, we consider time-dependent potential, V(z, t), as given by
Eq. (A3),

V(z, t) ¼ V(z)� eEzsin(ωt), (A3)

where ω is the frequency and t is the time. To obtain the space-time
discretized one-dimensional Schrödinger equation, first, we spa-
tially discretize the time-dependent Schrödinger equation. In a
matrix representation, we obtain the principal diagonal elements of
the discretized N � N Hamiltonian matrix, ~H

n
, as

2cþ Vn
1 , 2cþ Vn

2 , . . . , 2cþ Vn
N , upper diagonal elements and

lower diagonal elements as �c, and the rest as 0. The discretized
wave function is a N � 1 matrix with elements ψn

1 , ψ
n
2 , . . . , ψ

n
N .

After that, we implement the Crank–Nicholson time-propagation
scheme, and we obtain the propagation of wave function in time,
~ψnþ1, as given by Eq. (A4),

~ψnþ1 ¼ ~I þ i
Δt
2�h

~H
nþ1

� ��1
~I � i

Δt
2�h

~H
n

� �
~ψn, (A4)

where the initial condition is taken as ψ(t ¼ 0) ¼ (ψ1 þ ψ2)=2, ~H
n

is the matrix at time t � Δt, ~H
nþ1

is the matrix at time t, and the
superscript �1 on the right hand side represents the matrix inver-
sion. During this simulation study, we will consider the following
simulation parameters: an equidistant grid is chosen from �d to
þd, where d is set to 4.6 Å, the number of grid points is taken as
60, we took α ¼ �25=d2 and β ¼ 625=8d4 in Eq. (A1), and we
took E ¼ 0:2� 1010 V/m and ω ¼ 2π (1:25)� 1014 s�1 in
Eq. (A3). Moreover, we consider Vr ¼ 1 eV, m ¼ 9:10� 10�31 kg,
and e ¼ 1:6� 10�19 C. An exemplary solution of the time-
dependent Schrödinger equation is shown in Fig. 19, which depicts
the variations of the absolute value of the squared wave function as
a function of position over time, along with its corresponding
potentials under a time-dependent oscillatory electric field. The

FIG. 21. Ordinary magnetoresistance calculations, σxx=τ, as a function of the magnitude of the magnetic field (B) in the z-direction for different temperatures for tungsten
based two-faced single layers of (a) WSeO, (b) WSeS, (c) WSeSe, and (d) WSeTe, where we set the Fermi energy level 0.026 eV above the valence band maximum.
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absolute value of the squared wave function represents the charge
density, which can be considered an indication of a time-dependent
dipole moment as shown in Fig. 19.
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